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To assess the influence of global climate change at the regional scale, we examine past and future changes in key 

climate hydrological, and biophysical indicators across the U.S. Northeast. We first consider the extent to which 

simulations of 20th century climate from nine AOGCMs are able to reproduce observed changes in these indicators. 

We then evaluate projected future trends in primary climate characteristics and indicators of change, including 

seasonal temperatures, rainfall and drought, snow cover, soil moisture, streamflow, and changes in 

biometeorological indicators that depend on threshold or accumulated temperatures such as growing season, frost 

days, and Spring Indices. Changes in indicators for which temperature-related signals have already been observed 

(seasonal warming patterns, advances in high spring streamflow, decreases in snow depth, extended growing 

seasons, earlier bloom dates) are generally reproduced by past model simulations and are projected to continue in 

the future. Other indicators for which trends have not yet been observed also show projected future changes 

consistent with a warmer climate (shrinking snow cover, more frequent droughts, and extended low-flow periods in 

summer). The magnitude of temperature-driven trends in the future are generally projected to be higher under the 

SRES mid-high (A2) and higher (A1FI) emissions scenarios than under the lower (B1) scenario. These results 

provide confidence regarding the direction of many regional climate trends, and highlight the fundamental role of 

future emissions in determining the potential magnitude of changes we can expect over the coming centuries. 
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1. INTRODUCTION 

Investigating current and future climate change at the 
regional scale is essential to understanding potential 
impacts on humans and the natural environment. 
Atmospheric circulation, topography, land use, and 
other regional features modify global changes to 
produce unique patterns of change at the regional 
scale. As global- and regional-scale changes 
influence existing natural and human systems, a set 
of impacts and responses distinctive to each region 
are produced. For example, the effects of global sea-
level rise in regions with steep rocky shorelines 
would be very different from those for low-lying 
coastal areas. Global-scale changes may also trigger 
region-specific feedbacks – temperature increases at 
higher latitudes could drive snow-albedo feedbacks, 
with a potential enhancement of local warming, 
while a similar increase at lower latitudes might 
increase atmospheric water content and cloudiness, 
which could moderate such a warming.  

Here, we assess the implications of global climate 
change for the U.S. Northeast (NE), an area 
encompassing the states of Maine, New Hampshire, 
Vermont, Massachusetts, Rhode Island, Connecticut, 
New York, New Jersey, and Pennsylvania. Since 
1970, this region has seen increases in temperature of 
0.25oC/decade and changes in other related 
indicators consistent with a warming climate. The 
number of days that exceed the 95th percentile 
threshold for daily maximum temperature at 
northeastern U.S. stations has increased by nearly 1.7 
occurrences per decade over the last 45 years 
(DeGaetano and Allen, 2002). Warm minimum 
temperature extremes (i.e. nights that remain above 
the daily 95th percentile) have increased at almost 
double this rate (2.9 occurrences per decade) and 
more than twice the rate observed in other regions of 
the United States. Extremely cold temperature days 
also have decreased since 1960, although they have 
typically decreased at a rate of less than one 
occurrence per decade (DeGaetano and Allen, 2002).  

Warming temperatures have also affected the 
ratio of snow to total precipitation (S/P), and the 

amount and density of snow on the ground. The S/P 
ratio decreased at 11 out of 21 United States 
Historical Climatology Network (USHCN) sites in 
New England from 1948 through 2000 (Huntington 
et al., 2004). The four sites in northernmost New 
England with the strongest and most coherent trends 
showed an average decrease in annual S/P ratio from 
about 30% in 1949 to 23% in 2000. Huntington et al. 
(2004) also reported decreasing snowfall amounts at 
most of the 21 USHCN sites over this period. 
Furthermore, 18 out of 23 snow course sites in 
Maine with records spanning at least 50 years 
through 2004 had decreases in snowpack depth or 
increases in snow density (Hodgkins and Dudley, 
2006a). Finally, four sites with the longest (1926 - 
2004) and most complete records indicate an average 
decrease in March/April snowpack depth of 16% and 
an 11% increase in snow density. Together, these 
changes in the S/P ratio, snowfall amounts, and snow 
density/depth combine to present a consistent picture 
of  changes in winter snow driven by warmer 
temperatures. 

Reductions in the length of the ice cover on lakes 
and rivers has also been observed. These changes are 
again consistent with warmer air temperatures in late 
winter and early spring. Records of spring ice-out on 
lakes in the Northeast between 1850 and 2000 
indicate an advancement of 9 days for lakes in 
northern and mountainous regions and 16 days for 
lakes in more southerly regions (Hodgkins et al., 
2002). Similarly, historical stream flow records 
indicate an advance in the timing of high river flows 
during the 20th century over the northern part of the 
NE, where snowmelt dominates the annual 
hydrological cycle (Hodgkins et al., 2003; Hodgkins 
and Dudley, 2006a). Most of the observed change 
occurred during the period 1970 through 2000 – 
when winters in the NE were warming at ~0.7oC per 
decade – with the dates of high flow advancing by 7 
to 14 days (Hodgkins et al., 2003).  

Biological responses to climate change have also 
been detected in the NE. A comprehensive analysis 
of historical records from 72 sites across the NE, 
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where the first flower date for the same clone of lilac 
has been monitored since the 1960s, shows an 
advance of 4 days (Wolfe et al. 2005). The same 
study also examined first flower data from 1960 to 
2000 for grape and apple trees in NY only, and found 
an advance of 6 to 8 days for these woody 
perennials. Using herbarium specimens at the 
Harvard University Arnold Arboretum (Cambridge, 
MA), Primack et al. (2004) found that flowering was 
occurring on average 8 days earlier from 1980 to 
2002 than it did from 1900 to 1920.  

In addition to plant responses, changes in fauna 
have also been observed. For example, Gibbs and 
Breisch (2001) documented an advance of 10 to 13 
days in first date of spring mating calls in upstate NY 
since the beginning of the century, for four out of six 
frog species studied. Advances in the timing of 
migration of anadromous fish (Atlantic salmon and 
alewives) in NE rivers during the last few decades 
years have also been recently reported (Huntington et 
al., 2003; Juanes et al., 2004).  

These and other trends suggest that the impacts of 
climate change are already being experienced across 
the NE. Furthermore, most of the changes observed 
to date are consistent with what would be expected 
from a warming trend. As global temperatures 
continue to rise over the next century driven by 
human emissions of greenhouse gases, how will 
these and other indicators of regional change in the 
NE be affected? In each of the following sections, 
we address this question in two steps. First, we 
examine the extent to which historical model 
simulations that incorporate both natural variability 
and human drivers of climate change are able to 
reproduce trends in surface climate, hydrology, and 
biometeorological indicators over the past century. 
Then, we assess future model-simulated trends in 
these key climate indicators and interpret these 
trends in the context of past changes, in order to 
assess the potential direction and magnitude of future 
change under higher and lower emission scenarios. 
 

2. DATA SOURCES AND METHODS  

2.1 Observational data sources 

The observational data used in this analysis are a 
subset of the USHCN instrumental temperature and 
precipitation records (Karl et al., 1990; Easterling et 
al., 1999; Williams et al., 2005). These represent the 
best available data for investigating changes since 
1900, as the stations were selected based on length 
and quality of data, which includes limiting the 
number of station changes. In addition, monthly data 
have undergone numerous quality assurances and 
adjustments to best characterize the actual variability 
in climate. These adjustments take into consideration 
the validity of extreme outliers, time of observation 
bias (Karl et al., 1986), changes in instrumentation 
(Quayle et al., 1991), random relocations of stations 
(Karl and Williams, 1987), and urban warming 
biases (Karl et al., 1988). Missing data are estimated 
from surrounding stations to produce a nearly 
continuous data set for each station.  

Annual and seasonal temperature and 
precipitation trends for the entire region were 
calculated using the monthly USHCN data as 
follows. First, the mean for all station data in each of 
the National Climatic Data Center climate divisions 
(Guttman and Quayle, 1996) was calculated based on 
monthly temperature and precipitation data, with 
typically less than six stations per division. Then, the 
area-weighted regional mean of the climate division 
data was calculated, representing the data from 73 
stations for the temperature analysis and 93 stations 
for the precipitation analysis. No weight was given to 
climate divisions with no stations; however these 
only represent 6% of the total area of the study 
region for the temperature analysis, and 11 % for the 
precipitation analysis. Daily USHCN data were used 
as input to the freeze date analysis and the Spring 
Indices (SI) models. 

In addition to the surface data, sea surface 
temperature reconstructions for the historical period 
were derived for the Gulf of Maine and the Gulf 
Stream in the southern part of the NE based on the 
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NOAA Extended Reconstructed SST data (Smith 
and Reynolds, 2003), was provided by the NOAA-
CIRES Climate Diagnostics Center1.  

2.2 Climate models and emission 
scenarios for future projections 

The model analysis presented here is based on output 
from nine of the latest coupled atmosphere-ocean 
general circulation models (AOGCMs) available 
from the IPCC AR4 WG1 database, as listed in 
Table 1. Historical model simulations (1900-1999) 
correspond to the CMIP “Twentieth Century Climate 
in Coupled Models” or 20C3M scenarios. These 
represent each modeling group’s best efforts to 
reproduce observed climate over the past century. As 
such, they can include forcing from anthropogenic 
emissions of greenhouse gases, aerosols, and reactive 
species; changes in solar output; particulate 
emissions from volcanic eruptions; changes in 
tropospheric and stratospheric ozone; and other 
influences required to provide a comprehensive 
picture of climate over the last century.  

It is important to note, however, that although the 
20C3M simulations are all intended to represent the 
same historical total-forcing scenarios (including 
both natural variability as well as the effect of human 

                                                        
1 http://www.cdc.noaa.gov/ 

emissions on climate), due to the uncertainty in 
estimating changes in natural and human-related 
forcings over the last century, they do not necessarily 
have identical boundary conditions. Some inter-
model differences as well as discrepencies between 
model simulations and observations, therefore, may 
also be a result of differing input conditions. 
Future AOGCM simulations (2000-2099) are all 
forced using the same IPCC Special Report on 
Emission Scenarios (SRES, Nakićenović et al. 2000) 
higher (A1FI), mid-high (A2), and lower (B1) 
emissions scenarios. These scenarios use projections 
of changes in population, demographics, technology, 
international trade, and other socio-economic factors 
to estimate corresponding emissions of greenhouse 
gases and other radiatively active species. Although 
the SRES scenarios do not include any explicit 
policies aimed at reducing greenhouse gas emissions 
to mitigate climate change, the B1 scenario can be 
seen as proxy for stabilizing atmospheric CO2 
concentrations at or above 550 ppm, as levels reach 
this value by 2100. Atmospheric CO2 concentrations 
for the higher A1FI scenario are 970 ppm by 2100, 
and 830 ppm for A2. Information from these 
scenarios used to drive the future AOGCM 
simulations include regional changes in emissions of 
greenhouse gases and reactive species. Athough 
changes in land use and hence vegetation cover are 

Table 1. Key characteristics of the nine atmosphere-ocean general circulation models (AOGCMs) and their output used in this 

analysis 

Resolution Model 
Acronym Host Institution SRES Scenarios 

Atmospheric Oceanic 
References 

CCSM3 NCAR (USA) A2, B1 1.4o x 1.4o 0.46o x 1.125o Collins et al., 2005 

CGCM3 CCCMA (Canada) A2, B1 3.75o x 3.75o 1.875o x 1.875o Kim et al., 2002, 2003 

CSIRO Mk3 ABM (Australia) A2, B1 1.875o x 1.875o 0.95o x 1.875o Gordon et al., 2002 

GFDL CM2.1 NOAA/GFDL (USA) A1FI, A2, B1 2o x 2.5o 0.9o x 1.0o Delworth et al., 2005 

GISS E-R NASA/GISS (USA) A2, B1 4o x 5o 4o x 5o Schmidt et al., 2006 

HadCM3 UKMO (U.K.) A1FI, A2, B1 2.5o x 3.75o 1.25o x 1.25o Pope et al., 2000 

ECHAM5 MPI (Germany) A2, B1 1.875o x 1.875o 1.0o x 1.0o Roeckner et al., 2003 

MIROC-med CCSR (Japan) A2, B1 2.81o x 2.81o 0.9o x 1.4o Hasumi & Emori, 2004 

PCM NCAR (USA) A1FI, A2, B1 2.81o x 2.81o 1.0o x 1.0o Washington et al,. 2000 
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implicit in these emissions estimates, feedbacks 
between emissions and climate are not included in 
the AOGCM simulations used here. 

The broader analyses of monthly temperature and 
precipitation presented here are based on results from 
the full set of 9 AOGCMs and multiple ensemble 
members, as summarized in Table 1. At the time of 
this analysis, only two models (HadCM3 and PCM) 
had produced daily output for both A1FI and B1 
simulations. As the higher A1FI and lower B1 
scenarios are expected to show the largest difference 
between projected impacts (Hayhoe et al., 2004), our 
intensive hydrological analysis focuses primarily on 
the A1FI and B1 simulations from these two models. 
A1FI output from a third model, GFDL, recently 
became available and these projections have been 
added to the broader analysis. Further analyses of 
changes in sea surface temperatures and 
biometeorological indices were limited by the 
availability of monthly ocean output (available for 
only 5 of the 9 models: CCSM, CGCM3, HadCM3, 
Miroc and PCM) and daily temperature output 
(available for the periods 2046-2065 and 2081-2099 
only for 4 of the 9 models: CGCM3, CSIRO, 
ECHAM5, and Miroc). 

2.3 Hydrological Modeling 

For the hydrological modeling, monthly AOGCM 
temperature and precipitation fields were first 
statistically downscaled to daily values with a 
resolution of 1/8°, after Wood et al. (2002). This 
downscaling used an empirical statistical technique 
that maps the probability density functions for 
modeled monthly and daily precipitation and 
temperature for the climatological period (1961–
1990) onto those of gridded historical observed data. 
In this way, the mean and variability of both monthly 
and daily observations are reproduced by the climate 
model output. The bias correction and spatial 
disaggregation technique is one originally developed 
for adjusting AOGCM output for long-range 
streamflow forecasting (Wood et al., 2002), later 
adapted for use in studies examining the hydrologic 

impacts of climate change (VanRheenan et al., 
2004). 

This method compares favorably to other 
statistical and dynamic downscaling techniques 
(Wood et al., 2004). It also carries the additional 
benefit of being able to generate the daily climate 
inputs required to drive the hydrological model for 
models and scenarios that did not save their output at 
daily resolution (e.g., HadCM3 A1FI; also true for 
A2 and B1 simulations from CGCM3, CSIRO, 
ECHAM5, and Miroc). However, there are also 
some disadvantages to this approach. First, statistical 
generation of daily values from monthly temperature 
and precipitation means that these do not reflect 
possible changes in atmospheric circulation as 
simulated by the global models on scales of days to 
weeks, except so far as these are reflected by the 
global models’ monthly means. Furthermore, this 
approach assumes that the shapes (although not the 
mean) of the monthly historical temperature and 
precipitation distributions used to generate the daily 
values for each month remain unchanged over time. 
This assumption may not be valid for many regions 
of the globe, where model-simulated increases in 
daily extremes are often not directly proportional to 
what would be projected based on shifts in the mean 
value alone (e.g., Wehner, 2004). In Hayhoe et al. (in 
review), we compared the performance of this 
statistical downscaling (SD) method for the NE with 
available dynamic regional model simulations 
(RCM) driven by the PCM model. Overall, we found 
the two methods to be relatively comparable for this 
region. For most of the temperature range, SD-based 
estimates of changes in the distribution were within 
5% of RCM-generated estimates (except between 28 
and 33oC, where the SD frequencies were higher). 
Projected precipitation changes by the SD and RCM 
methods were generally within 5% of each other as 
well, except for relatively small precipitation events 
of <10mm/day, where SD projected a decrease but 
RCM output, an increase.  

Downscaled temperature and precipitation were 
then used as input to the Variable Infiltration 
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Capacity (VIC) model (Liang et al., 1994, 1996; 
Cherkauer et al., 2002). This hydrological model 
simulates the full water and energy balance at the 
earth's surface by modeling processes such as canopy 
interception, evapotranspiration, runoff generation, 
infiltration, soil water drainage, and snow pack 
accumulation and melt. Model forcings 
(precipitation, temperature, radiation, etc.), soil 
properties (porosity, saturated hydraulic 
conductivity, etc.) and vegetation parameters (leaf 
area index, stomatal and architectural resistances, 
etc.) are specified at each grid cell.  

Outputs from the VIC model include gridded 
fields of evapotranspiration, runoff, snow water 
equivalent and soil moisture profiles. The runoff 
fields (surface and baseflow) from these simulations 
are then routed through stream networks using a 
lumped routing model (for small basins) that can be 
compared with observed streamflow measurements 
for the historical period of the record.  

The VIC model has been applied extensively at 
scales ranging from river basin (Abdulla et al., 
1996), regional and continental (Maurer et al., 2002), 
up to global scales (Nijssen et al., 2001; Sheffield et 
al., 2004a). Applications of the VIC model to the 
continental U.S. include two retrospective 
simulations driven by observed precipitation and 
temperature, combined with NCEP reanalysis wind 
fields and predictive relationships for vapor pressure, 
incoming longwave and shortwave radiation, and air 
pressure. The first was for the period 1950-99 at 1/8o

 

resolution (Maurer et al., 2002) and the second from 
1915 to 2003 at 0.5 degree resolution (Hamlet and 
Lettenmaier, 2005). These simulations compare well 
with observations of soil moisture and other 
hydrologic variables (Maurer et al., 2001, 2002), and 
form the basis of the analysis of historical land 
surface hydrology presented here.  

Here we expand on Maurer et al. (2001, 2002) to 
compare the retrospective (observation-based) VIC 
simulations with available observations for the NE, 
consisting of observed USGS streamflow 
measurements from a number of small, unregulated 
basins scattered across the region. The basins are 

generally located in headwaters of more remote 
regions and do not suffer from human influences 
such as reservoir storage and water abstractions. The 
VIC model can simulate observed streamflow 
reasonably well, with correlations between model-
simulated and observed streamflow ranging from 0.6 
to 0.9 except for winter streamflow towards the 
northern half of the domain (Figure 1). 
Underestimation of peak streamflow in higher 
elevation regions during the winter may be due in 
part to under-estimation of precipitation because of 
the tendency for rain gauges to be located in valley 
bottoms. The VIC model also appears to capture the 
magnitude and seasonal cycle of streamflow at the 
monthly time scale. 

For this study, a set of four climate simulations 
were also run, using downscaled precipitation and 
temperature from the PCM and HadCM3 20C3M 
(past) and A1FI and B1 (future) simulations for the 
period 1960-2099. It is assumed that the relationship 
between (although not the actual values of) monthly 
temperature and precipitation and the sub-monthly 
forcing statistics such as rain day frequency, ratio of 
snow/rain, and number of freezing days remains 
unchanged in the future period. Although this does 
allow sub-monthly statistics to shift with the mean of 
the distribution, the assumption of no change in the 
shape of the distribution, particularly in the tails 
where extreme events occur, is likely to be 
conservative based on both historical observations 
(Huntington et al., 2004) as well as future projections 
(Hayhoe et al., in review). Potential changes in 
climate forcings such as diurnal temperature range 
(DTR), radiation, and cloud cover, as well as 
external forcings such as vegetation (including the 
lengthening of the growing season) and land use, are 
not accounted for in these simulations. This means 
that the explicit influence of climate change on DTR, 
temperature or precipitation variance, transpiration 
fluxes from the extended growing season, and other 
daily climatological metrics will not be represented 
by VIC outputs. In this sense, the VIC downscaled 
climate projections are a direct representation of 
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inter-monthly AOGCM forcing, coupled with 
terrain-related adjustments based on the Parameter-
elevation Regressions on Independent Slopes Model 
(PRISM, Daly et al., 1997) to resolve finer-scale 
topographical features.  

2.4 Spring Indices Models 

The Spring Indices (SI) models (Schwartz, 1997; 
Schwartz and Reiter, 2000) were developed from 
over 2,000 station-years of weather data combined 
with first leaf and first bloom data for lilac, and to a 
lesser degree, honeysuckle. These data were 
collected from 1961 to 1994 at sites throughout the 
north-central and northeastern USA. The SI models 
are a set of linked multiple regression-based models 
developed to simulate the spring phenology of three 
regionally-important species: cloned lilac (Syringa 
chinensis ‘Red Rothomagensis’) and cloned 
honeysuckle (Lonicera tatarica ‘Arnold Red’ and L. 

korolkowii ‘Zabeli’). Model simulations of first-leaf 
and first-bloom dates are based on the number of 
high degree-days accumulated. They are also 
affected by synoptic weather events that occur after 
winter chilling requirements (i.e., vernalization) has 
been satisfied, particularly events that occur within 
about one week of first leaf. Species-specific values 
are first calculated, then averaged to produce 
composite output for three component models: 
chilling date (when the required winter rest condition 
has been satisfied), first leaf date (indicative of initial 
understory plant growth, when the land surface 
becomes “active” in energy exchange), and first 
bloom date (indicative of overstory plant growth), as 
described in Schwartz (1997). The SI models have 
been extensively tested and shown to be 
representative of the general development of mid-
latitude forest trees and shrubs that are temperature-
responsive and not water-limited in spring (Schwartz 

Figure 1. Correlation between observed monthly gauge-based streamflow amounts and VIC-simulated monthly streamflow for 
a 50-year (1950-99) retrospective simulation driven by observed historical temperature and precipitation. Triangles indicate
locations of selected unregulated basins for which correlations were calculated. A correlation of 1 indicates a perfect match
between observed and model-simulated monthly anomalies, while lower values quantify the strength of the correlation at that
location. 
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et al., 2006). These models and associated suite of 
measures (including last spring frost date, first 
autumn frost date, and related values) can be 
calculated for any sets of daily Tmax/Tmin, given 
the latitude of the station (Schwartz and Reiter, 
2000). Here, they have been calculated based on 
gridded downscaled historical and future simulated 
changes in NE temperatures. This produces a  
"pooled" analysis for the entire NE region starting in 
1916 and extending out to 2099. First leaf and first 
bloom dates were calculated for individual grid 
points, which were then averaged to provide a 
regional average date for first leaf and bloom.  

3. BASIC CLIMATE INDICATORS 

Changes in annual and seasonal temperature and 
precipitation serve as primary indicators of climate 
change. These also drive changes in hydrological and 
biological indicators. Hence, we first examine 
observed and historical simulated temperature and 
precipitation trends across the NE. We then assess 
future changes in temperature and precipitation that 
may occur under higher and lower emission 
scenarios as projected by a range of AOGCMs with 
varying degrees of sensitivity. This analysis places 
future temperature and precipitation changes in the 
context of what has already been observed across the 
region. It also qualifies the amount of uncertainty in 
regional projections that is due to our understanding 
of the climate system (as represented by the 
temperature change projected to occur by multiple 
models under a single emissions scenario) as 
compared with the uncertainty due to projections of 
socio-economic and other types of human 
development over such long time scales (represented 
by the temperature changes projected to occur under 
different emissions scenarios). 

3.1 Temperature 

Annual temperatures over the NE have risen an 
average of +0.08±0.01oC per decade over the last 
century. This rate has increased significantly over the 

recent three decades to a rate of +0.25±0.01oC per 
decade. The greatest changes over the last thirty-five 
years have been seen in winter, which has warmed at 
0.70±0.05oC/dec, almost a degree per decade (see 
also Keim et al., 2003; Trombulak & Wolfson, 
2004).  On average, observed annual temperatures in 
the 1990s were 0.6oC warmer than the 1900-1999 
long-term mean. In the 1990s, temperatures were 
also greater in winter (1.1oC) than summer (0.4oC) 
relative to the long-term mean.  

In comparing observed trends with historical 
model simulations, an important clarification must be 
made. The AOGCM simulations used here are not 
constrained by prescribed sea surface temperatures 
or other boundary conditions that would force them 
to match observed year-to-year climate variations. 
Hence, there is no reason per se to expect an 
AOGCM to reproduce the specific timing of a warm 
or cold year, or even a trend over shorter period of 
time that would be dominated by the natural 
variability of the climate system. Furthermore, the 
sensitivity of linear trends to the end-points of the 
time series used to calculate such a trend suggest that 
even over a 30-year period, differences in the timing 
of natural climate fluctuations are likely to result in 
at least some differences in the magnitude of model-
simulated vs. observed trends that should not be 
taken as indicative of the models’ ability to 
reproduce long-term climate trends. 

Despite these caveats, most models are able to 
reproduce 100-year and even the 30-year trend in 
annual temperature over the NE, with a model 
ensemble average trend from 1900-1999 of  
+0.08±0.06oC/dec and a higher trend of 
+0.23±0.11oC/dec from 1970-1999, as compared 
with observed trends of +0.08±0.01oC/dec and 
0.25±0.01oC/dec, respectively (Table 2). This 
suggests: first, that external forcings rather than 
internal variability may be responsible for the greater 
part of the observed trend; and second, that most 
AOGCMs are able to translate external forcing into 
regional temperature trends of the correct sign but 
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tend to under-estimate the correct magnitude of 
recent change.  

Long-term (1900-1999) AOGCM ensemble 
average seasonal temperatures are also similar to 
observed, although with higher variability. Winter 
(DJF) modelled temperature trends are 

+0.12±0.16oC/dec, as compared with observed trends 
of +0.12±0.02oC/dec, while summer (JJA) modelled 
trends are 0.07±0.06oC/dec as compared with 
0.07±0.01oC/dec observed. From 1970-2000, 
however, models do not appear to capture the 
seasonal trends well, significantly under-estimating 

Table 2. Comparison of observed with multi-model ensemble average simulated trends in primary climate indicators for the 

NE over the past century (length of record) and the last three decades (1970-2000). 

 UNITS PERIOD OF RECORD 1970-2000 

  OBS MOD OBS MOD 

Temperature (1900-1999) 

Annual oC/dec +0.08 +0.08 +0.25 +0.23 
Winter (DJF) oC/dec +0.12 +0.12 +0.70 +0.25 
Summer (JJA) oC/dec +0.07 +0.07 +0.12 +0.29 

Precipitation (1900-1999) 

Annual mm/dec +10 +0.7 -8 +7 
Winter (DJF) mm/dec -0.5 +0.5 +3 +3 
Summer (JJA) mm/dec +1 -0.3 -0.2 +0.6 

Sea Surface Temperatures (1900-2000) 

Gulf of Maine oC/dec +0.5 +0.8 +0.06 +0.6 
Gulf Stream oC/dec +0.3 +0.4 -0.20 +0.3 

Terrestrial Hydrology1,2 (1950-1999) 

Evaporation mm/day/dec +0.014 +0.006 -0.027 -0.040 
Runoff mm/day/dec +0.032 + 0.022 -0.017 -0.015 
Soil Moisture % sat/dec +0.005 +0.023 -0.0014 -0.0029 

Streamflow2 (1950-1999) 

Timing of spring peak flow centroid days/dec -0.44 +0.27 -0.21 -0.11 

7-day low flow amount %/dec +2.8 -0.25 -1.77 +0.22 

Snow1,2 (1950-1999) 

Total SWE mm/dec -0.025 +0.05 -3.52 -2.90 
Number of snow days days/mnth/dec -0.040 -0.07 -0.52 -0.60 

Spring Indices (1916-2003) 

First leaf days/dec -0.44 -0.05 -2.19 -1.39 
First bloom days/dec -0.41 -0.20 -0.92 -0.69 
 
1 “Observed” estimates of long-term and short-tern trends in region-wide average evaporation, runoff, soil moisture and SWE 
are based on the retrospective VIC simulation driven by observed temperature and precipitation, while “modelled” estimates 
are based on VIC simulations driven by HadCM3 and PCM 20C3M simulations.  
2 Modelled trends for period of record are from 1960-1999 only. Observed trends are shown for length of record starting in 
1950 to avoid beginning linear trends near the 1960s drought. 
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them in winter and over-estimating them in summer. 
Over the short-term, observed winter temperatures 
increased at a rate of +0.7±0.05oC/dec, while the 
AOGCM ensemble average increase was only 
+0.25±0.26oC/dec. The observed summer trend was 
+0.12±0.02oC/dec, while modelled trends averaged 
+0.29±0.14oC/dec. This suggests that the models are 
not able to capture the regional and/or larger-scale 
characteristics that have enhanced observed winter 
warming over the last few decades. In fact, 
indications are that AOGCMs tend to under-estimate 
the magnitude of both past and recent observed 
change over the NE. Dynamical features may be 
producing the model winter biases, such as a failure 
to resolve the changing albedo due to snow loss. 

In the future, temperatures across the NE are 
projected to continue to increase. Greater increases 
(significant at the 0.001 level) are seen under higher 
A1FI and A2 scenarios relative to the lower B1 
scenario in all seasons by end-of-century, and for 
summer and annually by 2035-2064. Projected 
increases in annual regional surface temperature 
average 5.3oC by 2070-2099 relative to 1961-1990 
under A1FI2 and 4.5oC increase under A2 as 
compared with 2.9oC under B1 (Figure 2, Table 3). 
Towards end-of-century, models also project an 
equal or larger increase in summer as compared with 
winter temperatures (Table 3). As this is in contrast 
to the greater trend in winter temperatures that has 
been observed to date, we speculate that it may be 
related to regional-scale feedbacks in the water 
balance connected to both a decrease in the relative 
importance of the snow-albedo feedbacks (as overall 
snowcover decreases) as well as summer drying and 
enhanced warming due to increased evaporation.  

These temperature increases have the potential to 
impact a range of meteorological events and other 
climate indicators across the NE. One of the more 
obvious impacts to be expected is on temperature 
extremes. As mean temperature increases, the 
distribution of daily temperatures shifts towards the 
warmer end of the spectrum, increasing the number 
                                                        
2 Based on available A1FI simulations from HadCM3, GFDL 
CM2.1 and PCM1 only. 

of days that fall above the present-day high-
temperature thresholds for warm temperatures and 
decreasing the days that fall below cold-temperature 
thresholds (DeGaetano and Allen, 2002). Regional 
model simulations for the NE (Hayhoe et al., in 
review) show 20-40 more days per year above the 
1990 90th percentile threshold by the 2090s under 
the A1FI scenario, while Diffenbaugh et al. (2005) 
estimated increases of 30-40 days per year in the NE 
in the 95th percentile by late-21st century under A2. 
This represents an approximately 2-fold increase in 
the occurrence rate, highlighting the potential for 
both changes in mean seasonal temperatures as well 
as future shifts in the climatological daily 
temperature distribution. 

3.2 Precipitation 

In addition to temperature, precipitation is an 
important aspect of climate in the NE. However, 
inter-annual variability in precipitation is generally 
much higher than that of temperature. This makes it 
more difficult to distinguish consistent long-term 
trends from natural fluctuations. In particular, 
historical records are dominated by the 1960s 
drought, a multi-year event estimated to be the most 
severe drought to occur in that region in the 
observational record (Leathers et al., 2000). As the 
AOGCM simulations are unconstrained by 
observations, these may simulate droughts of a 
similar magnitude (as examined later in this analysis) 
but not necessarily at the same time. Hence, care 
must be used in estimating long-term precipitation 
trends, as any trends that begin or end near a major 
drought event (or a extended wet period) will be 
biased by this very strong event.  

Despite uncertainty in determining long-term 
trends, historical records do show a consistent long-
term trend in annual precipitation of +9.5±2 mm/dec 
over the last century (as also found by Keim et al., 
2005). These changes are split between spring, 
summer and fall, with seasonal trends of +2.4±0.3 
mm/dec for spring and fall, 1.2±0.5 mm/dec for 
summer, but little change (–0.5±1 mm/dec) in 
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winter. Since 1970, there is some indication of a 
reversal of the seasonal trends seen over the previous 
century. Annually, there is a decrease of –8±9 
mm/dec, with a decrease in spring and fall (–2±3 
mm/dec), little change in summer, and a slight 
increase of +3±3 mm/dec in winter precipitation. 
However, given the sensitivity of precipitation trends 
to the length of the period used to determine the 
trend and the large interdecadal variability in 
precipitation characteristic of the NE, these trends 
are relatively not robust. 

A range of positive and negative trends result 
from AOGCM simulations, with an average annual 
trend of +0.7±3 mm/dec over the last century, and 
+7±18 mm/dec from 1970-2000. With the sole 
exception of winter precipitation from 1970-2000 
(+3 mm/dec for both observed and model average), 
modelled changes in seasonal precipitation do not 
match observed, although the high variability 
associated with model-based trends certainly 
encompasses the observed trends. This suggests that 
the observed trend in precipitation in the NE at least 
over the last century may be primarily driven by 
natural variability rather than a long-term climate 
trend.  

Regarding the recently observed and model-
simulated increase in winter precipitation, however, 
future projections from almost all model simulations 
show consistent increases in winter precipitation and 
no change to a decrease in summer rainfall. 
Specifically, by end-of-century, winter precipitation 
is projected to increase an average of 11% under B1 
and 14% under A2, but show small decreases (on the 
order of a few percent) in summer precipitation 
(Figure 2, Table 3). These trends are in agreement 
with what has been observed in the recent past, 
suggesting there may be a global climate change-
related signal in seasonal  precipitation that is 
beginning to emerge from the observational record 
but is not yet evident in model simulations. These 
winter precipitation increases are also dynamically 
consistent with a projected westward shift in the 

seasonal mean position of the East Coast trough in 
some of the models (Bradbury pers. comm.).  

Increases in winter precipitation and no change or 
decreases in summer rainfall will also alter the mean 
distribution of precipitation in the NE. Increases in 
heavy precipitation (greater than two inches in less 
than 48 hours) have already been observed across 
much of the NE, particularly during the 1980s and 
1990s relative to earlier in the century (Wake and 
Markham, 2005). Further increases are expected in 
many locations around the world, including the NE 
(Wehner, 2004; Tebaldi et al., 2006). This is 
generally consistent with observed historical trends 
towards an intensification of the hydrologic cycle 
(Huntington, 2006).  

Figure 2. Projected changes in annual, winter (DJF) and 
summer (JJA) temperature (oC) and precipitation (%) under 
the SRES B1 (low), A2 (mid-high) and A1FI (higher) 
emissions scenarios for the periods 2035-2064 and 2070-
2099 relative to the 1961-1990 average over the U.S. 
Northeast. Solid bars indicate the ensemble average value 
from 9 AOGCMs (B1, A2) and 3 AOGCMs (A1FI), while 
the whiskers indicate the range of projections from 
individual simulations. All models consistently indicate 
increases in temperature over all seasons and in annual and 
winter precipitation that become greater over time. They 
also indicate a larger temperature change under higher 
relative to lower emissions scenarios.  
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Precipitation clearly impacts both human and 
natural systems throughout the NE. Due to the large 
inter-annual variability and uncertainty in estimated 
trends, more weight should be attached to 
temperature-driven changes than precipitation. 
However, given the consistency between the sign of 
the seasonal trends in observations over the last few 
decades and future model simulations, we also 
consider in the following analyses the impact of 
increasing winter precipitation on snow cover and 
spring streamflow, and of no change or a decrease in 
summer rainfall on summer drying and drought. 

3.3 Sea Surface Temperatures 

The final basic climate indicator examind here is 
regional sea-surface temperature (SST). SSTs are an 
important boundary condition on NE climate, as they 
determine the steepness of the north-to-south air 
temperature gradient across the region. Variability in 
regional SSTs has also been linked to surface climate 
anomalies in the NE, including the 1960s drought 
(Namias, 1966; Bradbury et al., 2002). Off-shore, 
baroclinicity and storm tracking can respond 
themodynamically to SST anomalies in the vicinity 
of the steep meridional SST gradient at the northern 
boundary of the Gulf Stream, creating positive 
feedback cycles (Kushnir et al., 2002) that may 
affect atmospheric instability over the NE region on 
seasonal or longer time-scales.      

Over the past century, a trend of +0.5oC/dec has 
been observed in regional SSTs in the Gulf of Maine 
and +0.3oC/dec in the Gulf Stream region (Figure 3), 
with similar but slightly larger trends (+0.8oC/dec 
and +0.4oC/dec, respectively) being simulated by 
five of the nine AOGCMs examined here for which 
ocean surface temperature outputs were available3.  
As shown in Figure 3, the models are generally able 
to capture the seasonal cycles in terms of the average 
monthly means and the variance. The models are 
particularly skillful in the vicinity of the Gulf 

                                                        
3 Monthly SST outputs for the historical and future periods 
were available from the CCSM3, CGCM3, HadCM3, Miroc 
(med res) and PCM1 models. 

Stream, east of Cape Hatteras.  However, the 
CCSM3, HadCM3, and MIROC models display a 
warm bias in the northern Gulf of Maine coastal 
region, where SSTs are largely influenced by the 
southeasterly Labrador Current. CGCM3 and PCM 
do not appear to have these biases in the north and, 
thus, more realistically simulate the steep SST 
gradient observed at the northern boundary of the 
Gulf Stream. This may be indicative of a general 
problem with the ability of global models to capture 
the complex ocean currents in this part of the 
Atlantic, such as the Labrador Current. Other more 
detailed studies (e.g., Dai et al., 2002) have shown 
that PCM also displays a systematic warm bias in 
ocean temperatures, which is at least partially due to 
its resolution, as it fails to resolve the smaller-scale 
processes and topographic features that determine 
the latitude at which the Gulf Stream separates from 
the eastern coast of North America.  

In the future, regional SSTs are projected to 
increase in accordance with regional air temperatures 
(Table 3), with larger and more consistent year-
round changes under the higher forcing scenario. By 
2070-2099, the annually averaged steep SST gradient 
north of the Gulf Stream is projected to decrease by 
15-20%, continuing the trends already seen in both 
observations and AOGCM simulations of the 20th 
century. This implies potential impacts on NE 
climate, as feedbacks between SST anomalies and 
atmospheric instability may weaken. Temperature 
increases also have the potential to directly impact 
temperature-sensitive marine species that live in the 
waters, for example expanding the range of warm 
water species northward and permitting invasive 
species to expand into previously colder waters. 
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Table 3. Absolute values for the reference period 1961-1990 and projected future changes in key climate indicators for the 
period 2035-2064 and 2070-2099.  Changes significantly different relative to the 1961-1990 annual distribution at the 99.9% 
confidence level or higher as determined by a student t-test are highlighted in bold, and changes significantly different under 
A1FI and/or A2 relative to B1 at the 99.9% confidence level are underlined. 

  1961-1990 2035-2064 2070-2099 

 UNITS 20C3M B1 A2 A1FI B1 A2 A1FI 

Temperature 
Annual oC 7.8 +2.1 +2.5 +2.9 +2.9 +4.5 +5.3 
Winter (DJF) oC -4.8 +1.1 +1.7 +3.1 +1.7 +3.7 +5.4 
Summer (JJA) oC 20.0 +1.6 +2.2 +3.1 +2.4 +4.3 +5.9 
Precipitation 
Annual cm  (%) 102.9 +5% +6% +8% +7% +9% +14%
Winter (DJF) cm  (%) 20.95 +6% +8% +16% +12% +14% +30%
Summer (JJA) cm  (%) 28.03 -1% -1% +3% -1% -2% 0% 
Sea Surface Temperatures1 

Gulf of Maine oC 11.61 +1.31 +1.52 – +1.91 +3.32 – 

Gulf Stream oC 23.41 +0.91 +1.32 – +1.21 +2.32 – 

Terrestrial Hydrology 
Evaporation mm/day 1.80 +0.10 – +0.16 +0.16 – +0.20 
Runoff mm/day 1.14 +0.12 – +0.09 +0.21 – +0.18 
Soil Moisture % sat 55.0 +0.4 – +0.02 +1.0 – -0.07 
Streamflow  
Timing of spring peak 
flow centroid 

days 84.5 -5 – -8 -11 – -13 

Low flow days 
(Q<0.0367 m3/s/km2) 

days 65.5 -14 – -1.5 -26 – +22 

7-Day low flow amount  % 100% -4 – -1 -4 – -11 
Drought Frequency 
Short no. of droughts per 30 years 12.61 +5.12 – +7.19 +3.06 – +9.99 
Med no. of droughts per 30 years 0.57 +0.03 – +0.51 +0.39 – +2.21 
Long no. of droughts per 30 years 0.03 +0.03 – +0.11 +0.04 – +0.39 
Snow  
Total SWE mm 11.0 -4.4 – -5.5 -5.9 – -9.3 
Number of snow days days/mnth 5.2 -1.7 – -2.2 -2.4 – -3.8 
Growing Season2  
First frost (autumn) day 295 +1 +16 – +6 +20 – 
Last frost (spring) day 111 -8 -14 – -16 -23 – 

Length of growing season days 184 +12 +27 – +29 +43 – 

Spring Indices2 

First leaf day 98.8 -3.0 -5.2 -3.9 -6.7 -15 -15 
First bloom day 128.8 -3.7 -6.0 -5.6 -6.3 -15 -16 
1 Based on SST output (“tos”) from HadCM3, MIROC, CGCM CCSM, and PCM only 
2 Time periods restricted by output availability to 2047-2065 and 2082-2099. 
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4. HYDROLOGICAL INDICATORS 

Changes in NE hydrology are driven by both 
temperature and precipitation. In terms of 
temperature, we have already seen historical 
advances in the dates of spring ice-out on lakes 
across the Northeast and in the timing of high river 
flows over the northern part of the domain that are 
positively correlated with late winter/early spring 
surface air temperatures (Hodgkins et al., 2003). In 
addition, precipitation affects the total amount of 
water available as contributions to streamflow, 
groundwater, and lake levels, and the timing of peak 
and low flows as well as extreme events. Here, we 
examine four types of hydrological indicators that 
would be expected to affect natural and human 
systems across the NE: terrestrial hydrological 
indicators (evaporation, soil moisture, and runoff), 
summer drying or drought,  streamflow, and winter 
snow cover.  

4.1 Evaporation, Soil Moisture and Runoff 

Observations are insufficient to determine long-term 
and spatially-coherent trends in most most terrestrial 
hydrological variables across the NE. For that 
reason, we assess historical climatological averages 
and trends in regionally-averaged water balance 
components from the 50-yr retrospective VIC 
simulation driven by observed temperature and 
precipitation records.  

Similar to precipitation, the time series of major 
components of the hydrological cycle in the NE are 
dominated by the drought period in the mid-1960s 
(Namias, 1966). This event resulted in the lowest 
values of evaporation, runoff and soil moisture seen 
over the last 50 years (Figure 4). A non-parametric 
test of trends from 1950 to 2000 indicates slight 
increases in evapotranspiration, runoff and soil 
moisture (weighted by the 1960s drought at the 
beginning of the period), although none of these 
changes are statistically significant (Table 2). The 
last 30 years (1970-1999) show decreasing, but also 
not significant, trends in water balance components 
that are generally consistent with increasing 
temperatures and little change in rainfall over that 
time. AOGCM-driven VIC simulations for the 
20C3M scenario show trends of the same sign over 
both time periods.  

Over the coming century, projected wetter winters 
and warmer temperatures drive increases in winter 
runoff, decreases in spring runoff, and increases in 
annual runoff as peak runoff shifts to earlier in the 
year (Figure 5, Table 3). Changes in runoff are 
generally greater under the higher A1FI scenario as 
compared with the lower B1, and for the more 
sensitive HadCM3 model as compared with the less 
sensitive PCM. Regionally, changes in precipitation 
and hence runoff are most pronounced in the north. 
For example, in the southwest part of the domain 
(region 1, PA-NY), increases in runoff range from 9 
to 18% as compared with 11 to 27% in the northeast 
(region 3, NH-VT-MA-CT-RI).   

Rising temperatures are projected to increase 
evaporation across the NE. In general, changes are 

Figure 3.  Comparison of the seasonal cycle in observed
mean sea surface temperatures (1961-1990) for the Gulf of
Maine and a southern Gulf Stream region with 5-model 
average SSTs. Inset figure shows grid-points from the
NOAA-ER SST dataset – color coded with respect to the
line graphs – on which regional averages were based, with
comparable grids used for each model, and observed annual
average SSTs, in degrees Kelvin. 
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evenly distributed across the region (e.g., end-of-
century increases of 9 to 17% in region 1 and 4 to 
16% in region 3). Most increases are projected to 
occur in the spring and summer for all scenarios and 
appear to be primarily driven by increasing 
temperatures and available soil moisture from 
increased precipitation. Winter evapotranspiration is 
relatively small in comparison but does show a 

decrease, especially in the east, because the decrease 
in snow pack (caused by increased temperatures) 
reduces the total amount of sublimation.  

Increased evapotranspiration combined with low 
early fall precipitation produces a late summer 
decrease in soil moisture. These changes are most 
obvious for A1FI, with its higher temperature 
change. Winter / early spring soil moisture increases 

Figure 4. Annual time series of regionally-averaged air temperature, precipitation, and water balance components (evaporation-
to-precipitation ratio, snow water equivalent, runoff, soil moisture, and snow cover) from the 50-year retrospective VIC 
simulation driven by observed temperature and precipitation records from 1950 to 1999. The signature of the 1960s drought is
seen in the time series of precipitation, evaporation, runoff, and soil moisture. 
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dramatically in the future, driven by more 
precipitation and increased snowmelt from the higher 
temperatures.  

These changes have important implications for 
future water availability and drought in the NE. As 
winters become wetter and summers hotter and drier, 
agricultural and natural ecosystems that depend on 
seasonal rainfall, runoff and soil moisture are likely 
to be affected. Any changing balance between 
evapotranspiration and precipitation during the 
growing season will have a significant effect on 
natural vegetation and rainfed agriculture in the 
region (which includes most crops grown for grain 
and silage). Changes in vegetation can in turn impact 
the timing of the hydrological cycle, such as the 
timing of transition from spring to summer-like 
conditions (Dirmeyer and Brubaker, 2006). 

The soil moisture projections presented here, 
although highly variable, suggest a general increase 
in dry conditions (Table 3). This is important, as 
even very short (e.g., 1 to 4 week) water deficits 
during critical growth stages can have profound 
effects on plant productivity and reproductive 
success. These model simulations do not include the 
changes in seasonal vegetation driven by a longer 
growing season (i.e. earlier start up and later drop off 
in transpiration flux); hence, impacts of climate 
change on summer and fall water availability may be 
enhanced relative to those projected here. To 
examine further impacts, we next evaluate potential 
changes in extreme drought events and general 
drought frequency across the NE. 

Figure 5. 30-yr mean annual evapotranspiration vs. runoff from the four future climate simulations (HadCM3 and PCM A1FI and
B1) averaged over the northeast region and the four sub-regions. Both evaporation and runoff tend to increase over time, with
proportionally greater increases in runoff relative to evaporation in regions 3 and 4 as compared with regions 1 and 2. 
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4.2 Drought 

One of the most important hydrological events in the 
NE over the past century was the 1960s drought, 
which lasted from 1962 to 1965. In addition to the 
impacts on agriculture and natural ecosystems across 
the region (Leathers et al., 2000; Paulson et al., 1991; 
Janes & Brumbach, 1965), this drought also greatly 
reduced water supply. For example, in the summer of 
1965, at the height of the drought, New York City 
stopped releasing water from its Delaware River 
reservoirs to maintain its withdrawal rate. The 
resulting drop in Delaware River streamflow levels 
risked salt water intrusion into Philadelphia’s water 

supply system (USDA, 2000).  
With soil moisture, streamflow, and agricultural 

systems in the NE dependent on natural rainfall, even 
short periods of drought can have significant 
impacts. Here, we examine potential changes in two 
types of drought in the future. The first is a common 
drought (occurring several times per decade), as 
defined by VIC-simulated soil moisture deficits, 
while the second type is severe drought (i.e., similar 
to the drought observed during the 1960s), and is 
based on AOGCM-simulated precipitation deficits.  

Soil moisture deficits relate directly to the 
availability of water for agriculture and water supply. 
They reflect the aggregate effect of all hydrologic 

Figure 6. Frequency of short (1-3 month), medium (3-6 months) and long-term (6+ months) droughts and the maximum 
drought duration (in months) for the historic (1961-90) and future (2070-99) periods. Droughts are defined as deficits of 10% or 
more in monthly soil moisture relative to the climatological mean. Values are the average of the HadCM3 and PCM-forced VIC 
simulations for the A1FI and B1 scenarios. Increases are greatest for the shorter drought events and under the A1FI scenario as 
compared with B1. 
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processes including changes in short-term 
precipitation events, temperature swings, evaporative 
demand, and the longer-term effects of soil drainage 
and changes in climate (Sheffield et al., 2004b). A 
climatology of simulated soil moisture values was 
generated from the VIC retrospective 
(observationally-driven) simulations. Drought 
intensity for a particular month was calculated as the 
percentile soil moisture value relative to the 
climatology (Sheffield et al., 2004b). A drought 
event was then specified as a number of consecutive 
months with soil moisture percentile values less than 
10%, with droughts being classified as short- (1-3 
months), medium (3-6 months) and long-term (6+ 
months).   

A general increase in drought frequency is 
projected in the future, especially under the A1FI 
scenario (Figure 6). This is driven by reductions in 
mean monthly soil moisture during summer and 
autumn as a result of increased evapotranspiration 
and reduced precipitation, and is consistent with the 
projected changes in low flows discussed next, albeit 
with changes that are highly variable both spatially 
as well as between scenarios. Additional increases in 
evapotranspiration could be expected due to the 
extension of the growing season. Under the A1FI 
scenario, the frequency of short-term droughts 
reaches 1 per year on average in the north and east of 

the domain by the end of the twenty-first century. 
Medium-term drought frequencies also increase 
considerably for A1FI but show only slight changes 
under B1. Droughts longer than 6 months are 
infrequent due to the high variability in climate 
forcings and marked lack of distinct wet/dry seasons, 
but the local maxima in western New York State 
increases twofold under A1FI and expands eastward 
in both scenarios by 2070-99. This region coincides 
with the location of maximum drought length, which 
is over 10 months by 2070-99.  

Due to the importance of the 1960s drought, we 
also examine model ability to simulate extreme 
drought events and any potential changes in their 
return period in the future. The historic drought that 
persisted throughout the NE in the 1960s was driven 
primarily by precipitation shortfalls (Namias, 1966). 
We therefore calculate moving averages of 
precipitation deficits over four, six, eight and ten 
consecutive seasons from available USHCN stations 
and from the historical AOGCM simulations from 
1900 – 1999, to quantify precipitation deficits for the 
most severe drought events over a range of time 
scales.   

Most precipitation-based severe drought events 
simulated by the AOGCMs for the NE are, on 
average, less intense than the benchmark 1960s event 
(Figure 7). In fact, only two ensemble members – out 

Figure 7.  Mean precipitation deficits (%) corresponding to the most severe observed and simulated drought events in the NE
based on moving averages over 4, 6, 8, and 10 consecutive seasons. Results are derived from regionally averaged USHCN 
station data, historical AOGCM simulations (20C3M; 1900 – 1999) and 21st century climate simulations (B1 and A2; 2000 –
2099).  Solid bars indicate the ensemble average value from 8 AOGCMs, while the whiskers indicate the range of projections 
from the full set of models.  Numbers in parentheses indicate the number of ensemble members whose results were averaged to
generate the displayed values. In general, AOGCM simulations tend to under-estimate the magnitude of potential extreme 
droughts in the NE, although the uncertainty range encompasses the observed deficits. Little change is projected in the
magnitude of future extreme drought events.  
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of a total of 38 century-long runs from 9 models – 
simulated an event of greater intensity than observed 
during the 1960s as measured using any of the four 
interval periods (4, 6, 8 and 10 consecutive season 
intervals). It should be noted, however, that the 
1960s event, which peaked during the summers of 
1964 and 1965, was the worst drought to occur in the 
NE region since the beginning of record keeping in 
the late 19th century (Leathers et al., 2000), and 
possibly since European settlement (Ludlum, 1976). 
Still, we conclude from these results that while the 
coupled global models are able to simulate 
meteorologic drought events of moderate 
persistence, they do not simulate the severe 
magnitude of precipitation deficits that are 
comparable to those observed during the 1960s. 

The same method was then applied to AOGCM 
future simulations, where the maximum precipitation 
shortfalls were computed relative to 1961-1990 
averages from each model.  Future model projections 
show greater variation than the historical 20C3M 
runs (Figure 7) and the average magnitude of the 
most severe 21st century drought events is projected 
to be slightly less than 20th century events, at least in 
terms of precipitation deficits. However, to account 
for the fact that the AOGCMs generally project an 
increase in annual mean precipitation through the 
21st century (Figure 2), the same analysis was also 
conducted on detrended precipitation time series 
from all B1 and A2 simulations. Not surprisingly, the 
analysis of detrended output yielded slightly more 
severe future drought events relative to the raw 
output, suggesting that our method of characterizing 
the severity of future drought is somewhat sensitive 
to projected upward trends in 21st century 
precipitation. Without taking into account projected 
increases in temperature and evapotranspiration, we 
conclude from this analysis of AOGCM output alone 
that severe and persistent regionwide precipitation 
deficits in the 21st century are projected to be 
roughly equivalent to those observed during the 
recent past, regardless of the emissions pathway. 

Despite the lack of projected changes in extreme 
precipitation deficits, the projections of drier, hotter 

summers and more frequent short and medium-term 
droughts imply a series of potentially serious impacts 
on water supply and agriculture. Even very short (1 
to 4 week) water deficits during critical growth 
stages can have profound effects on plant 
productivity and reproductive success. During a 
drought, evapotranspiration continues to draw on 
surface water resources, further depleting supply. As 
a water deficit deepens, productivity of natural 
vegetation and agriculture drops. Water use 
restrictions, such as outdoor watering bans and 
household conservation measures, are frequently 
implemented at the city and town level. Increasing 
water demand has also increased the perceived 
severity of droughts (Lyon et al., 2005). As soil 
moisture is further depleted and vegetation becomes 
increasingly water stressed, the risk of wildfires also 
rises (e.g., Brown et al., 2004; Amiro et al., 2001).  

4.3 Streamflow 

We use two metrics to quantify the relationship 
between climate and streamflow in the NE. The first 
metric is the amount of flow that occurs in specific 
quantiles, particularly the lowest and highest ones 
where the greatest impacts can be expected (i.e., 
floods or dry periods). The second metric is the 
timing of specific events in the annual cycle, such as 
the timing of high spring flow and the duration of the 
low flow period in the summer.  

In general, the AOGCM-driven VIC simulations 
indicate that climate change is likely to drive a re-
distribution of streamflow. There is a general 
tendency towards more streamflow in winter and 
spring, and less in summer and fall. This translates 
into higher winter high flow events and lower 
summer low flows. Analysis of projected changes in 
the probability of winter 10th percentile low flows 
and 90th percentile high flows (Figure 8) shows that 
the probability of winter low flows is likely to 
decrease by ~5 to 10% (i.e., more low flow events), 
with greater changes towards the northern part of the 
domain. A much larger increase in the probability for 
high flows is projected, with a greater increase under 
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the A1FI scenario (40 to 70%) relative to B1 (20 to 
40%) and towards the northern part of the domain 
where snowmelt is the dominant influence on winter 

and spring streamflow. An in-depth analysis of 
projected trends in annual flow quantiles for the 
single model simulation with the greatest changes 

Figure 8. Projected change in the probability of (a) low (10%) and (b) high (90%) flows from the historic (1961-1990) to the future 
(2070-2099) periods for winter (DJF) for selected unmanaged basins. AOGCM-driven VIC simulations indicate a decreased probability 
of low flow events and increased probability of high flows, with significantly higher flows across much of the northern part of the NE 
under the A1FI scenario as compared with B1. 
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(HadCM3 A1FI) for all 51 unmanaged streams from 
2000 to 2099 clearly illustrates these opposing trends 
in different flow regimes (Figure 9). On an annual 
basis, from the 50th up to the 95th percentile, there 
are increases in projected flows, while for the lower 
25th down to 5th percentiles, decreases are projected. 
In other words, these projections indicate increased 
variability: both more high flow events and more low 
flow events over the course of the year.  

The projected increase in variability is consistent 
with increases in precipitation projected during the 
late fall, winter, and spring as compared with little to 
no changes in summer, and with increasing 
summertime drying due to higher evapotranspiration. 
Differences between these streamflow projections 
and earlier ones for the NE that showed decreases in 
overall streamflow (e.g., Moore et al, 1997) can be 
attributed to our updated and broader range of 
AOGCM forcing scenarios, which indicate increases 
in winter precipitation. Overall, these trends are also 
consistent with seasonal and annual increases in 
runoff (Figure 4) because there are substantially 
higher flow volumes in the higher (increasing) 
quantiles than in the lower (decreasing) quantiles.  

Increasing trends in late winter and early spring 
streamflow, and advances of one to two weeks in the 
date of peak streamflow4 have been observed over 
the northern part of the NE, with most of the change 
occurring from 1970 to 2000 (Hodgkins et al., 2003, 
2005a). These changes are positively correlated with 
March-April air temperature, which determines the 
date at which ice ceases to affect flow5 as well as the 
timing of snow melt. For example, for 80 stations 
north of 44˚N latitude for the period 1953 through 
2002, 69%, 75%, and 94% of all stations had 
increasing mean monthly runoff for January, 
February, and March, respectively (Hodgkins and 
Dudley, 2006b).  In contrast, about two-thirds of all 
stations had trends towards decreasing streamflow 
                                                        
4 The date of peak streamflow is defined as the center of 
volume, or the date on which half of the flow occurring 
between 1 January and 31 May has passed the gauge. 

for the month of May.  Historical records from 1936 
to 2000 indicate that, on average, the last dates of 
ice-affected flow occurred 11 days earlier in the 
spring in 12 out of 16 rural unregulated streams 
studied (Hodgkins et al., 2005a). These changes are 
most likely due to shifts in streamflow from later to 
earlier in the year as snow begins to melt earlier, 
since late spring streamflow has been decreasing 
(Hodgkins and Dudley, 2006b).  

When the VIC model is forced with AOGCM-
simulated historical temperature and precipitation 
from 1960-1999, it is able to correctly capture the 
shift to earlier spring peak flow as measured by 
stream gauge observations (Figure 10). However, 
simulations actually under-estimate the rate of 
advance (only 0.11 days/yr, as compared to the 
observed average advance of 0.23 to 0.46 days/yr in 
northern and mountainous areas, Table 2). This is 
likely due to their failure to capture the dramatic 
winter warming the NE has experienced over that 
time. This trend also may reflect the shift towards an 
increase in the ratio of rain to snow in the winter 
(Huntington et al., 2004).   

In the future, peak streamflow in spring is 
projected to continue to occur earlier in the year, 
with further advances of 5 to 8 days by mid-century 
(Figure 10). End-of-century changes are larger under 
the higher emissions scenario (+15 days under A1FI 
as compared to +10 days under B1).   

In the summer and autumn, streamflow tends to 
drop as temperatures and evaporation rise. The U.S. 
Fish and Wildlife Service (USFWS) has defined a 
low flow threshold of 0.5 cfs/sq mi (0.037 m3/s/km2), 
equivalent to August median flow, as the minimum 
streamflow required for summertime maintenance of 
habitat for biota in New England streams (USFWS, 
1981). The flow in many streams currently drops 
below this threshold for several weeks in mid- to 
late-summer, but more frequent and/or extended 
periods of streamflow below this threshold could 
adversely affect stream habitat for aquatic biota.  
                                                                                       
5 For rivers, the presence of ice can be determined by stream 
discharge measurements based on continuously measured 
river stages, are affected by ice in easily identifiable ways.  
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During the 20th century, no significant decrease 
in summer/fall low flows or change in the timing of 
those low flow events has been observed (Hodgkins 
et al., 2005b). Increases in precipitation over the last 
century may have compensated for any increases in 
evapotranspiration, masking any underlying trend.  

Projected future changes in low flow amounts and 
duration differ significantly between the higher A1FI 
and lower B1 scenarios. Under A1FI, the 7-day 
consecutive low flow amounts from every year are 
projected to decrease on the order of 10% or more 
for 51 unmanaged rivers in the NE (Figure 11). 
Changes under B1 are smaller, <10% for HadCM3 
and little net change for PCM. In terms of the length 
of the USFWS low-flow threshold, projections for 
the A1FI indicate that by end-of-century most 
streams will drop below this threshold about three 
weeks earlier in the year, and delay their return 
above this threshold by about three weeks in the fall, 
while little changes are estimated for B1 (Figure 12). 
However, even under the B1 scenario, streamflow 
remains significantly below the historical mean 
during early to mid fall. This suggests that even with 
the projected increases in precipitation over the 
winter months, we should anticipate some 

considerable impacts related to more extensive low 
flow periods during summer months, particularly 
under a higher emission scenario. Furthermore, it 
appears that these changes likely represent the net 
effect of interactions between multiple factors, with 
the effect of temperature-driven increases in 
evapotranspiration beginning to dominate under the 
higher A1FI scenario.  

These projections indicate more variability in 
flow, with signficant implications for many aspects 
of the NE. Overall, the impacts are likely to be 
greatest for aquatic biota most sensitive to the timing 
of high spring flow (such as spring spawners), and 
for river systems where even moderate reductions in 
summer low flows could adversely affect habitat or 
place added pressure on competition for surface 
water resources. Higher winter flows are related to 
an increase in the frequency of mid-winter ice jams 
that resulted in major flooding and damage to 
infrastructure (Beltaos, 2002). Changes in the timing 
of high spring flow may also influence survival of 
Atlantic salmon. If spring peak migration of juvenile 
salmon from freshwater rivers (which is controlled 
by a combination of photoperiod, temperature, and 
flow) becomes out of phase by as much as 2 weeks 

Figure 9.  Twenty-first century stream flow quantiles (in
units of m3/s) based on AOGCM-driven VIC projections for 
the 51-river area-weighted annual average discharges,
calculated based on daily flows from 2000 to 2099. Values
shown are based on the HadCM3 climate projections only,
for the A1FI scenario. Flows show increasing trends for the
50th quantile and above, and decreasing trends for the 25th
quantile and below. 

Figure 10. Projections of timing of snowmelt-driven high 
spring flow, as represented by shifts in the center of volume 
date for 51 unregulated rivers in the northeast, corresponding 
to VIC simulations driven by observed temperature and 
precipitation and by the A1FI and B1 scenarios as simulated 
by HadCM3 and PCM . By end-of-century, changes under the 
A1FI scenario are approximately twice those projected under 
the B1 scenario. 
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with optimal environmental conditions in rivers, 
estuaries or the ocean, salmon survival could be 
adversely affected (McCormick et al., 1998). 
Another concern is rising water temperatures (e.g., 
the Wild River in Maine, Huntington et al., 2003). 
Ecological projections call for major stress on cold-
water fish in the next century due to rising 
temperatures alone (e.g., Schindler, 2001). These 
changes will likely be exacerbated by the low flows 
projected to occur under higher emission scenarios. 
Finally, even in NE where water is considered 
relatively abundant, there are already issues arising 
over competition for limited water supplies among 
agricultural (e.g., blueberries in Maine), industrial 
(hydropower generation), municipal, recreational, 
and ecological/habitat concerns. These will likely be 
exacerbated by the imposition of additional 
variability and shifts in streamflow timing due to the 

climate change over the coming century documented 
here.  

4.4 Snowfall and Snow Cover 

Another hydrological indicator often used to 
characterize the NE is the extent and duration of 
snow cover. Although winters in the NE are 
generally snowy, over the last few decades more 
winter precipitation has falling as rain and less as 
snow, particularly at the more northern sites 
(Huntington et al., 2004). Here, we examine trends in 
the amount of snow on the ground (as measured by 
snow density or snow water equivalent, SWE), the 
total number of snow-covered days in winter, and the 
overall length of the snow season.  

As the snow data from snow course sites is 
limited (for example, there are only 23 locations in 
Maine and only a few of these have records that 
extend back into the early part of the last century), 
we again combine observations with analysis of the 
retrospective or observation-driven VIC simulations. 
For the period 1950-99, observationally-driven VIC 
simulations show snow water equivalence (SWE) 
across the NE decreasing by 0.03 mm/dec while 
AOGCM-driven VIC simulations show SWE 
increasing by 0.05 mm/dec. The number of snow 
days decreases at a rate of –0.04 and –0.07 days per 
month per decade based on the observed- and 
AOGCM-driven VIC simulations, respectively. 
These trends are consistent with observed trends of 
decreasing snow cover but increasing density 
(Huntington et al., 2004; Hodgkins and Dudley, 
2006a). During the last 30 years of the period (1970-
99), decreasing trends in SWE (–3.52 and –2.9 
mm/dec from observed- and AOGCM-driven runs) 
and snow days (–0.5 and –0.6 days/month/dec from 
observed- and AOGCM-driven runs) are significant 
at the 95% level, and are likely due to the increasing 
temperatures coupled with a decreasing snow-to-total 
precipitation ratio. 

Figure 11. Projections of the change in the lowest consecutive 
cumulative 7-day flow amounts for each year for 51 
unregulated rivers in the northeast corresponding to 
corresponding to VIC simulations driven by observed 
temperature and precipitation and by the A1FI and B1 
scenarios as simulated by HadCM3 and PCM. Values are 
shown relative to the 1961-1990 average (100%), although 
historical curves fall below this value due to the LOWESS 
smoothing function which minimizes the influence of outliers 
and in that sense is more analagous to the median than the 
mean (Helsel and Hirsh, 1992). Observation-driven VIC 
simulations show the influence of the extraordinary 1960s 
drought. In the future, A1FI scenarios show decreasing trends 
in the average low flow amounts, while B1-based changes are 
ambiguous.  
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A snow-covered day is defined as one with mean 
SWE greater than an arbitrary threshold value of 
5mm. Snow cover is generally restricted to the 
winter months, mostly in the north and higher 
elevations. The number of snow-covered winter 
(DJF) days in the historic period (1961-90) ranges 
from close to zero days per month south of 
Pennsylvania to 30 days per month in parts of 
northern New York, Vermont, New Hampshire and 
Maine. In the future, model-driven VIC simulations 
show a general decrease in the number of snow days, 
most notably across the central part of the domain 
and southern Maine (Figure 13). These decreases 
occur mainly at the edge of the snowline where the 
threshold between snow and no snow is most 
sensitive. Decreases are greatest for the higher-
temperature A1FI scenario relative to B1 (Table 3), 

and are primarily driven by increasing temperatures, 
especially in February and March. These reduce the 
number of freezing days and thus the ratio of 
snowfall to rainfall events, as well as increasing the 
likelihood of warm rain falling on existing snowpack 
and accelerating the snowmelt. Warm temperatures 
can also cause existing snow to melt more rapidly.  

Interestingly, in the southern part of the domain 
under the B1 scenario and in the northeastern part of 
the region in late spring under other scenarios, little 
change in the number of snow days is seen by 2070-
99. This is likely due to the relatively smaller 
increase in temperature being offset by a larger 
increase in precipitation. In other words, in the 
southern part of the NE, there are relatively few days 
when it is cold enough to snow there already. So, 
although the projected warming in winter 
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Figure 12. Projected changes in average daily flows during the period 21 May through 31 October, in units of cubic meters per
second per square kilometer of drainage area, such that the overall average reflects the mean of the 51 stream values irrespective of 
the area of their drainage basins. 1961-1990 (mod) is based on VIC-simulated hydrology driven by HadCM3/PCM simulations 
based on estimated natural and human forcing, while 1961-1990 (obs) is based on VIC-simulated hydrology driven by observed 
temperature and precipitation over that time. Future projections correspond to VIC model simulations driven by the A1FI and B1
scenarios as simulated by HadCM3 and PCM.  The U.S. Fish and Wildlife Service (USFWS) low flow threshold of 0.037 
m3/s/km2 (USFWS, 1981) is shown for reference. Compared with the black line (historical observations), the scenarios tend to
drop below the threshold earlier and remain below it longer by approximately three weeks under the A1FI scenarios and a few 
days to a week under B1. 
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temperature will still decrease the number of cold 
days, the projected increase in precipitation means 
that the chances that it could actually snow on more 
of those days could increase even if there are fewer 
days. In terms of snow days in late spring, it is likely 

that increased precipitation is compensating for 
increased snowmelt from the higher temperatures. 

In the future, the winter snow season is shortened 
in all regions, with snow appearing later in the winter 
and disappearing earlier in the spring. This is most 

 

Figure 13. Number of snow-covered days per month for winter (DJF) averaged over 30-yr historic and future periods. Also shown 
are the differences in number of snow-covered days between the future and historic period. Values are the average of the HadCM3 
and PCM-forced VIC simulations. 
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evident in northern regions where snow is more 
prevalent. Both scenarios show large reductions in 
the length of the snow season in winter / early spring 
with greater than 50 and 25% reductions in the 
number of snow days by 2070-99 under scenarios 
A1FI and B1, respectively.  

These changes have the potential to affect the NE 
in several ways. First, we have already hypothesized 
that the rapid winter warming observed over recent 
decades may be related to snow-albedo feedbacks on 
a regional scale that are not accurately captured by 
global models. Additional snow loss may serve to 
further enhance winter warming over the next few 
decades, particularly over the northern part of the 
domain. Economic sectors affected by snow loss 
include the ski and snowmobile industries that 
depend on winter snow cover for recreational 
opportunities and related revenue (e.g., Hamilton et 
al., 2003). Snow loss would also affect forests and 
natural ecosystems that rely on winter snow cover 
for protection during frosts and as a source of soil 
moisture in spring (Perfect et al., 1987). A reduction 
in snow-cover days in winter would increase the 
frequency of freeze-thaw cycles, which research has 
shown affects winter soil microbial processes such 
that nitrogen losses as nitrate leaching and gaseous 
flux of nitrous oxide are increased (Groffman et al. 
2001; Dorsh 2004; Brooks 1998). Increased 
frequency of freeze-thaw cycles also leads to 
increased root damage (Perfect et al. 1987).    
 

5. BIOMETEOROLOGICAL INDICATORS 

A third type of climate indicator is that which 
reflects changes in biologically-relevant temperature 
thresholds. Temperature thresholds determine the 
response of flora, fauna, and agriculture in the NE to 
climate change. Biological activity is often sensitive 
to temperature thresholds and to a build-up of 
temperature over days and months, creating unique 
cumulative rather than instantaneous indicators. 
Here, we examine freeze dates and the length of the 
growing season (determined by temperature 

thresholds), and the Spring Indices (determined by 
the accumulated days of winter chilling and the 
spring warming), indicative of the onset of 
vegetation growth in the spring.    

5.1 Growing Season and Freeze Dates 

Historically across the U.S., the length of the winter 
freeze period has already been decreasing over the 
last half of the past century (Kunkel et al., 2004, 
Schwartz et al., 2006). Multi-model simulations 
suggest that the number of frost days is expected to 
continue to decline in the future across the entire 
Northern Hemisphere, while the growing season will 
expand (Tebaldi et al., 2006).  

Here, we define the growing season as being the 
length of time between the last spring freeze of the 
year and the first hard freeze of the following autumn 
where daily minimum temperatures drop to or below 
-2.2oC (28oF), after Schwartz et al. (2006). In the 
NE, the growing season typically lasts for about half 
the year, or 185 days. Over the period of record 
(1915-2003), the length of the growing or frost-free 
season has been increasing at an average of +0.7 
days per decade. Over the last 30 years (1970-2000), 
the observed trend based on daily station data across 
the NE has increased to +2.4 days per decade. While 
first freeze dates in autumn are occurring somewhat 
later, the observed increase in growing season length 
is being driven primarily by earlier last freeze dates 
in spring (Schwartz et al., 2006). It is uncertain 
whether this phenomenon is responding to late 
winter snow-albedo feedbacks, whereby more rapid 
melting of snow in spring (as seen in the advance of 
peak spring streamflow) could be preventing late-
season freezes, or whether it is a simple function of a 
greater rate of spring temperature increases as 
compared with autumn (although the fact that the 
models also simulate a greater change in spring 
freeze dates but do not reproduce a greater change in 
winter temperatures as compared with other seasons 
suggests that this may not be the primary 
mechanism). By mid-century, enough warming is 
projected to have occurred such that the "easy" 
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freezes just below the temperature threshold in late 
winter and early spring will not occur. Thus, the 
growing season will be lengthened by eliminating the 
much colder days that occur during the winter 
months from freezing – a more difficult task.  

In the future, the multi-model ensemble average 
suggests that by mid-century (here defined as 2045-
2064 due to the limited daily temperature output 
available for all but the HadCM3, PCM and GFDL 
models) the growing season may be 2-4 weeks 
longer than during the 1961-1990 reference period. 
By end-of-century (2080-2099), the growing season 
may be extended by an average of 4 weeks under the 
lower B1 scenario and 6 weeks under the higher 
A1FI and A2 scenarios. For relatively small 
temperature changes (B1 mid-century), model 
simulations suggest that the retreat of spring freeze 
dates continues to be the primary cause of the 
lengthening growing season, as observed over the 
past few decades. On average, under B1 the mid-
century spring last freeze is coming 9 days earlier 
and the autumn first freeze only 0.6 days later. 
However, for B1 end-of-century and under A1FI/A2, 
projections suggest that the process causing spring 
changes to be the dominant driver of growing season 
change saturates. Instead, projected changes in last 
freeze are almost equivalent to the projected changes 
in first freeze, with both contributing nearly equally 
to the expanding growing season for temperature 
changes in excess of ~2oC.  

5.2 Spring Indices 

The second set of indicators examined here are the 
Spring Indices (SI). These consist of SI first leaf 
date, an ‘early spring’ average date among the three 
indicator plants related to a general onset of growth 
in grasses and shrubs, and SI first bloom date, a ‘late 
spring’ average date when flowers in three indicator 
species start to open, related to a general onset of 
growth in dominant forest vegetation. The first leaf 
date is particularly important from an ecological 
perspective as it often displays the strongest response 
to temperature change, and is crucial for accurate 

assessment of processes related to the start and 
duration of the growing season (Schwartz et al., 
2006).  

An advance of –2.10 days per decade in SI first 
leaf date has been previously documented over the 
NE from 1960-2000, along with an advance in SI 
first bloom date of –1.23 days per decade, based on 

Figure 14. Spring Indices (SI) first leaf date departures (a) and
first bloom date departures (b) by scenario (in days) over the
1916-2099 period (each line smoothed by a nine-point normal-
curve filter). Both historical data and model output show a
trend towards earlier dates which, by end-of-century, becomes
more pronounced under the higher A1FI and A2 scenarios
(solid lines) relative to B1 (dashed lines). 
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daily temperature records from 68 co-op stations, 
with both trends significant at P < 0.001 (Wolfe et 
al., 2005). Using observed station temperature 
records in the NE from 1916-2003, SI first leaf date 
and first bloom date showed moderate advancement 
(both –0.4 days/decade). Over the last few decades 
(1970-2000), however, both begin to advance at 
accelerated rates of –2.2 and –0.9 days per decade 
(Table 2; again, all trends significant at the .001 
level). AOGCM-driven SI simulations from 1916-
2000 also show a decreasing trend towards earlier in 
the year, although with a tendency to under-estimate 
the rate of change (Table 2) – again, perhaps related 
to the large winter temperature increases that have 
been observed but are not reproduced by the 
AOGCM simulations (Figure 14). The model 
ensemble average trends from 1970 to 2000 are –1.4 
and –0.7 days per decade for SI first leaf and first 
bloom dates, respectively (Table 2) – again, slightly 
less than observed trends during that period. During 
recent decades, all models displayed a late bias 
(averaging 6 days with a range from 2-9 days 
depending on the model), with GFDL being the best 
predictor of mean SI first leaf and first bloom date.     

Examining future projected changes in the SI 
dates for the three AOGCMs with continuous daily 
temperature projections available over the next 
century, we see a consistent trend towards earlier 
dates, with changes of -2.1 and -2.3 days/decade or 
almost three weeks earlier by end-of-century under 
A1FI/A2 and -1.0 and -0.9 days/decade or 1-2 weeks 
earlier by end-of-century under B1 for SI first leaf 
and first bloom dates, respectively (Figure 14). 
Additional simulations based on four AOGCMs for 
which daily output were only available for the time 
periods 2046-2065 and 2081-2099 were also 
consistent with these findings, with  A1FI/A2 
scenarios suggesting that average SI first leaf dates 
will become ~5 days and SI first bloom dates ~6 
days earlier in 2047-2065, and an additional 10 days 
earlier by 2082-2099 (compared to the observed 
values during 1961-1990 and considering the 
previously mentioned late biases, Table 3).  Under 

B1, the changes are only slightly less by mid-century 
(~3 days for SI first leaf date and 4 days for SI first 
bloom date), but considerably smaller than A1FI/A2 
by end-of-century (only 2-4 additional days earlier, 
Table 3). This model is expected to be robust under 
conditions where climate departs significantly from 
the historical mean, as the SI models are optimized 
for continental-scale applications and included input 
data from a study area that extended southward from 
the U.S. Northeast to North Carolina, and then 
westward to Oklahoma and North Dakota (Schwartz, 
1997).  Thus, SI model results for future warming in 
the Northeast are well within the range of actual 
phenological values and temperatures used in model 
development and testing. 

5.3 Implications for Natural and Managed 
Ecosystem Response 

Projected changes in the timing of the growing 
season and the onset of spring, combined with rising 
temperatures, shifts in streamflow, increased 
frequency of summer droughts, and other changes 
examined here will have impacts on both natural and 
managed systems. Some animals, plants, insects, and 
pathogens will benefit, while others do poorly, for a 
number of reasons.  

First, a warming climate is likely to exacerbate 
problems associated with invasive species (Weltzin 
et al. 2003), and will alter important interactions and 
synchrony between plants and pollinators, insect 
pests, diseases, and weeds (Walther 2002). The 
current historical trend showing more warming in 
winter than in other seasons of the year could have 
numerous ecological consequences, such as more 
overwintering of insect pests, and insufficient 
duration of winter cold to fully meet vernalization 
requirements of some plant species, which negatively 
affects spring flowering.  

The projected increase in the frequency of high 
day and night temperatures in spring and summer 
will negatively affect flowering, fruit set, and/or seed 
production of many plant species, including high 
value horticultural crops (Peet and Wolfe 2000). 
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Even a warm-season adapted crop such as tomato 
can have reduced yield and/or quality if temperatures 
exceed 32oC for short periods during critical 
flowering and pollination periods (Sato et al. 2001).   

A general warming trend will clearly lengthen the 
growing season and result in early flowering for 
many plant species, as already observed and as 
predicted here by the SI model (Wolfe et al. 2005; 
Fig 14). In addition, it will hasten plant development 
throughout the summer, increasing pressure on water 
resources in the region and altering the timing of the 
hydrological cycle (Dirmeyer and Brubaker, 2006). 
Warmer summers can reduce yield of many 
important grain crops, such as maize, wheat, and 
oats, due to a shortening of the grain-filling period 
(e.g., Mitchell et al. 1993). Farmers in the region can 
adapt to climate change by shifts in varieties or crop 
species, but suitable options may not always be 
available, adaptation costs may be high, or there may 
be market constraints to the introduction of new 
varieties or new crops.   
 

6. CONCLUSIONS  

Temperatures across the US Northeast have been 
warming steadily since the 1970s. A wide range of 
indicators in the NE have already been observed to 
be responding to these changes, which in turn have 
the potential to impact urban and rural life, 
agriculture, industry, tourism, and natural 
ecosystems.  

Combining past observed trends with AOGCM 
simulations of future climate enables us to paint a 
coherent picture of the types of physical and 
biological changes that might be expected across the 
region over the coming century. Focal areas studied 
here include changes in the distribution of seasonal 
temperature and precipitation; their impact on 
evaporation, runoff, and soil moisture characteristics 
of the region; resulting shifts in stream flow amounts 
and distribution over the year; impacts on drought 
characteristics and snow cover; and finally, 
implications of temperature change for cultivated 

and natural plant species via the length of the 
growing season and Spring Indices calculations. 
Although the mechanisms responsible for 
determining the net changes in each of these are 
complex, most display a consistent signal in response 
to warming temperatures.  

Historical model simulations that include the 
influence of human emissions on climate are able to 
reproduce the sign of observed trends in most 
temperature-related climate indices (including mean 
annual and seasonal temperatures, snow cover and 
extent, streamflow, and Spring Indices). This 
suggests that AOGCMs are capable of reproducing 
the dominant influence on regional temperature-
related climate indicators. However, model 
simulations fail to capture the regional effects 
leading to strong observed winter warming, and 
generally tend to under-estimate the magnitude of 
observed trends, particularly over the last few 
decades. This implies that regional processes may be 
acting to enhance warming trends in the NE relative 
to the global average in a way not captured by 
global-scale models. 

Over the coming century, temperature increases 
are projected to be significantly greater under a 
higher as compared to a lower emissions scenario, 
with equal or greater increases in summer relative to 
winter. Winter precipitation is likely to increase by 
10-15%, consistent with recent observed trends, 
while summer precipitation shows either little 
change or a decrease. These conclusions regarding 
inter-scenario and seasonal differences are consistent 
across the 23 future simulations from the 9 
AOGCMs examined here (CCSM3, CGCM3, 
CSIRO, ECHAM5, GISS-E-R, GFDL2.1, HadCM3, 
Miroc, and PCM). Additional changes in snow depth 
and extent, timing of streamflow, growing season, 
Spring Indices, and other temperature-related climate 
indices all show trends that are consistent with 
warming temperatures, with significantly larger 
trends under the higher SRES emissions scenarios 
(A1FI, A2) as compared to a lower scenario (B1). 
Even indicators that might be expected to depend 
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more strongly on precipitation rather than on 
temperature show strong trends, such as earlier 
spring melt dates and prolonged summer low flow 
periods, which can likely be explained by increased 
evaporation due to warmer temperatures that is not 
balanced by an increase in summer precipitation. 

Some differences in climate projections still 
remain to be resolved, particularly those related to 
the fine-scale spatial and temporal distribution of 
changes over a geographically diverse region such as 
the U.S. Northeast. However, the model-simulated 
trends in temperature and precipitation-related 
indicators examined here are reasonably consistent 
with both observed historical trends as well as a 
broad range of future model simulations. These 
suggest confidence in the direction and potential 
range of regional trends in these indicators, which 
clearly depends on the emissions pathway we follow 
over the next century. 
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