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1.SYSTEM DESCRIPTION, MANAGEMENT ISSUES
AND ALTERNATIVES

Schoharie Reservoir is located (latitude 42° R3 longitude 74° 26 W) in the
Catskill Mountains of southwestern New York, 190 fom New York City (NYC; Figure
la). The reservoir was initially filled in 1927 chis part of a network of nineteen reservoirs
that supplies water to nine million people in thé@area. The impoundment is 8 km long,
has a maximum width of 1 km, and lacks dendritiatdees (Figure 1b). When full, the
reservoir has an area of 4.6 kra volume of 79 x 10m*, a maximum depth of 41 m, and a
surface elevation of 344.43 m. These morphomd#atures often vary associated with
drawdown of the impoundment's surface (water serfalevation, WSE), that occurs in
response to withdrawals for the water supply (&ngbttom intake, Figure 1b) exceeding
inputs from the watershed (815 Rm The greatest drawdown is usually observed in
September and October, as illustrated for the 8% period (Figure 2a). The substantial
interannual variability in WSE, depicted here tlgbumonthly means and ranges for this
period (Figure 2a), and by temporally detailed ydaiine series for 1998 (Figure 2b) and
2002 (Figure 2c), is driven primarily by naturalri@ééions in runoff. The reservoir has a
dimictic stratification regime, and it flushes (@verage) about 10 times per year, on a
completely mixed basis.

Schoharie Creek, the major tributary (drains ~ *%he watershed) and source of
sediment, enters the southern end of the resefiraure 1b). Glacial lake silt and clay
deposits in the watershed are greatest in valleétoims along the present stream channels,
including Schoharie Creek and its tributaries. Seheeposits are poorly armored (Smith
2002); exposure of these fine sediments along nezdmehds and channel troughs promotes
elevated concentrations (and loads) of suspend#itheat (Smith 2002; Effler et al. 2006a)
and levels of turbidity (O'Donnell and Effler 2006)the stream during runoff events. The
vast majority of the particles responsible for thesnditions are clay minerals (Peng et al.
2004).

Conspicuous increases in turbidity,Toccur in the reservoir's water column in
response to tributary inputs received during ruredfénts (Effler et al. 2006b), and from
resuspension of deposited terrigenous inputs dutiagvdown intervals from up-reservoir
portions of the impoundment. The turbid streamengenter as a plunging density current
during summer and fall because of the cooler teaipegs of Schoharie Creek relative to the
reservoir (O'Donnell and Effler 2006), forming anderflow in up-reservoir areas and an
interflow down-reservoir (Effler et al. 2006a). d3e impacts diminish along the axis of the
reservoir for minor and moderate runoff events, ¢t be greater and more persistent in
down-reservoir portions of the reservoir for largee., more rare) events (Effler et al.
2006a). The extent and persistence of lateratmiffces in turbidity are modest compared to
observed longitudinal patterns (Effler et al. 2006b
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Schoharie Reservoir is an upstream impoundmentirwithe network of NYC
reservoirs, as the water withdrawn for the wateppbp travels 29 km through an
underground (Shandaken) tunnel, 20 km in EsopuslCiteat receives the discharge, and
subsequently two reservoirs, before delivery toQlitg. Esopus Creek supports a salmonid
fishery. Water quality concerns for this discharged thus Schoharie Reservoir, are
potential impacts on the stream's fishery assatiatiéh high temperature (J or turbidity
(Thw) (e.g., Newcombe 2003) of this input. Tentativatev quality goals for this discharge,
on a daily average basis, arg 370 °F (21.1°C) and,I, not more than 15 NTU higher than
the level in Esopus Creek upstream of the poirgrdfy of this inflow. Monitoring of the
withdrawal establishes that these goals have bemeded irregularly in recent years. These
occurrences follow runoff events in the case pf, (Gelda and Effler 2006b), while,T>
21.1° C has been observed in the late summer @Hicgrears of extensive drawdown (Gelda
and Effler 2006a). The disparate runoff conditidhat drive these two features of water
guality confound identification of a single setanitical conditions.

NYC is evaluating a number of management alteraatto improve conditions with
respect to I and T, in the Schoharie Reservoir withdrawal relativeetnerging goals
(Gannett Fleming & Hazen and Sawyer 2004). Twthese alternatives are evaluated here
through the development, testing and applicatiomathematical models (1) a multi-level
intake facility, with various possible longitudin&dcations and vertical positions of the
intakes, and (2) a baffle positioned adjoining thasting intake to avoid short-circuited
turbid inflows reaching the intake and to promogpasition of turbidity before reaching the
withdrawal. MLI facilities offer the potential befitieof providing some avoidance of layers
of undesirable water quality (Hanna et al. 1999ytMaand McCutcheon 1999). A version
of the MLI option that positions the facility ~ 5 kdown-reservoir (e.g., site 1.5, Figure 1b)
of the existing intake (e.g., site 3, Figure lb)swdentified as a preferred alternative
(Skinner et al. 2003), based on analysis of limitexhitoring data, and without the benefit of
a mathematical model. Location of a MLI facilitythis down-reservoir position would cost
substantially more than if it was positioned at fresent intake site, associated primarily
with tunneling costs (Gannett Fleming & Hazen aad/er 2004).

2. MODELS TO EVALUATE MULTI-LEVEL INTAKE
ALTERNATIVES

2.1. Submodels and Integrated Modeling Frameworks

2.1.1. Hydrothermal/Transport Submodel

An appropriate predictive framework is necessargimulate fundamental transport
processes and temperature patterns. Transpokgs®g are critical in regulating patterns
in time and space in the reservoir, and therefoeentithdrawal (T, ), particularly related to
the behavior of turbid density currents formed dgrirunoff events. Simulation of
temperature patterns are necessary to predict tatopes in the reservoir withdrawal ()T
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and the status with respect to the goal £121.1 °C). Moreover, the thermal stratification
regime, a ubiquitous phenomenon in deep reseranislakes, is a fundamental regulator of
ecosystem metabolism and commonly monitored fesitoirgvater quality.

Here the set-up and testing of a 2D hydrothernaggport model (W2/T) to address
related issues in Schoharie Reservoir at its wétlwdis are documented. Two different time
scales of performance of W2/T are important to eslslithe water quality issues of this
reservoir: (1) seasonal, to quantify the thermadtgication regime of the reservoir ang,, T
and (2) day-to-day to describe the impacts of rueeénts on T patterns within the reservoir
and T w.

2.1.1.1 Model description

The adopted computer code was the hydrothermadficah submodel of CE-QUAL-
W2 (subsequently identified as W2/T), a dynamideri@ly averaged, two-dimensional
(longitudinal-vertical) model (Edinger and Bucha®75; Cole and Wells 2002). The model
is based on the finite-difference solution of prtdifferential equations for laterally
averaged fluid motion and mass transport. The fiwodmsic equations that describe
horizontal momentum, free water surface elevatwydyostatic pressure, continuity, equation
of state, and constituent transport have been pregdy Cole and Wells (2002), Chung and
Gu (1998), and Gu and Chung (1998). The modelnassuthat vertical velocities are
sufficiently small to allow the vertical momentumuation to be simplified to the hydrostatic
equation. The heat budget of W2/T includes teron®¥aporative heat loss, short- and long-
wave radiation, convection, conduction, and backatéon (Cole and Wells 2002). The
model has been successfully applied to a numbgystéms and issues (Chung and Gu 1998;
Gelda et al. 1998; Gu and Chung 1998; Hanna d98l9; Gelda and Effler 2002; Ahlfeld et
al. 2003).

The model represents the reservoir in the formaafrid of cells consisting of
longitudinal segments and vertical layers. Thengetoy of the computational grid is
determined by the boundaries of the longitudinghsents, the depth interval of the vertical
layers, and average cross sectional width. Ceftatures of outflow structures are also
represented, such as spillway length, and elevaodnthe water supply withdrawal and dam
outlet(s). Required meteorological inputs for Waflude air temperature, dew point
temperature, wind speed and direction, and cloucercor direct measurements of solar
radiation). The value of the light attenuationféiont for downwelling irradiance ¢k m),
that quantifies the vertical limit of the penetoatiof solar energy in the water column of the
reservoir, is also a required input. Inflows, avil temperatures, and outflows must also be
specified. The model has six coefficients that rbayadjusted in the calibration process
(Table 1). The values of the coefficients for ldadinal eddy viscosity, eddy diffusivity,
and wind sheltering directly affect simulated hydjoamics which in turn affect the
distribution of heat. The other two coefficientee fraction of incident solar radiation
absorbed at the water surface and the coeffic@rbdttom heat exchange, directly influence
the heat budget. Experience with application of/T@ multiple reservoirs in this region
(Upstate Freshwater Institute 2001) and elsewhsees¢nal communication, T. Cole, U.S.
Army Corps of Engineers, Vicksburg, MS) indicatesues of these coefficients generally do
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not differ greatly, with the exception of the wistieltering coefficient that reflects local
topography.

Table 1. Two-dimensional hydrothermal/hydrodynamic model (W2 coefficients for
Schoharie Reservoir.

Coefficient Value
Longitudinal eddy viscosity 1 st
longitudinal eddy diffusivity 10 fast
Chezy coefficient 70 fir-st
wind sheltering coefficient 1.0

fraction of incident solar radiation 0.45
absorbed at the water surface
coefficient of bottom exchange 7.0 xX4W-m?.s?

2.1.1.2 Model specifications, development of inpait&l supporting data for hydrothermal
testing

The guidelines of Cole and Wells (2002) for defiitme computational grid were
followed. Schoharie Reservoir is represented byohgitudinal segments (Figure 1b), with
a layer thickness of 1 m (maximum of 40 layerspntémporary morphometric features of
the grid (Figure 1c), including dimensions of indival layers within the various longitudinal
segments, were based on an analysis with Ar€lsfuftware of the digitized bathymetric
map developed from a survey conducted in 1997 (Gz®Environmental of New York
2002) and augmented by subsequent partial sureeysublished data, Upstate Freshwater
Institute).

The centerline elevation of the shoreline intakecture is 321.1 m, corresponding to
a full reservoir depth of 23.3 m. The intake chelna ~ 10 m wide and ~ 75 m long (~ one
tenth of the width of the reservoir at that locatiGannett Fleming and Hazen and Sawyer
2004). Topographic maps that represent the resepattom at the time of construction
(GZA GeoEnvironmental of New York 2002) establigtatt the intake had unobstructed
access to waters at that elevation (e.g., dowmrese

However, subsequent sedimentation, as documentedcent bathymetric surveys
and local borings to the original reservoir bott¢BZA GeoEnvironmental of New York
2002), has isolated the intake structure from actesvater layers of that depth. The intake
structure is now bounded by sediment deposits #rat nearly 6 m higher (GZA
GeoEnvironmental of New York 2002; Figure 1c) withelatively close proximity; e.g.,
within 40 m along the intake channel (Gannett Flegrand Hazen and Sawyer 2004). The
contemporary reservoir bottom depths caused byrsadation extend over substantial areas,
as represented for the corresponding model segfRgnire 1c). The nearly 6 m deep "hole”
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maintained by the turbulence associated with theraipn of the withdrawal is small (~
2,000 nf) relative to that of the model segment. These itiom$ result in water being
effectively withdrawn from an elevation correspamglito the bounding sediment plateau
(e.g., Martin and McCutcheon 1999). This is repntsd in the model by specifying an
"effective” withdrawal elevation of 326.9 m (i.6.8 m shallower than the intake structure),
that is consistent with both the most recent battyin data (GZA GeoEnvironmental of
New York 2002; unpublished data, Upstate Freshwisistitute) and the results of model
testing. Review of the reservoir WSE record for ylOntervals (Figure 2d) depicts a
reduction in maximum drawdown that is consisterthwai progressive loss of access to water
layers at the depth (elevation) of the existingket In the 1931-1940 interval the maximum
drawdown approached the construction depth of riteke, but by the 1980s and 1990s the
maximum drawdown had shifted more than 5 m higltegure 2d). The approximate
closure of this value with the reported sedimeatabordering the intake provides additional
support for the "effective” withdrawal depth adapter the model to represent contemporary
conditions.

Inflows and outflows directly enter and exit modegments according to their
location. Ninety-five percent of the reservoir'atershed is gauged for flow by the United
States Geologic Survey (USGS). Schoharie Creeklandecond largest tributary have been
gauged over the entire 14 y period of testing @f lydrothermal submodel (1989-2002).
The third largest tributary (~ 6% of the total inflphas been gauged since 1998. The minor
ungauged inflows (< 5%) enter as spatially disteduinputs around the perimeter of the
reservoir in the model. Outflows via the spillw@8% annually, on average) and the water
supply withdrawal (52% annually, on average), waomitored earlier by the New York City
Department of Environmental Protection (NYCDEP) antbre recently by USGS.
NYCDEP routinely monitors WSE. An analytical hylirgic model, operated outside of
W2/T (e.g., Owens et al. 1998b), was used to mairgahydrologic balance over the entire
14 y interval of model testing and to estimate atafinflows from the ungauged portion of
the watershed. All inflows and outflows were sfiedi as daily average values testing
hydrothermal performance.

To support hydrothermal testing, tributary tempaes were specified based on
routine monitoring conducted by NYCDEP near the thewf the three largest tributaries
either weekly or bi-weekly, depending on the yead atream. Daily T values, required as
inputs to the model, were determined by linearrpakation. An exception was the hourly T
values available to support specification of dalWerage T for Schoharie Creek for several
months in 2002 (Effler et al. 2006a). Temperaju&files collected in the reservoir water
column annually over the testing period represést grimary data used to evaluate the
performance of the model. Profiles were colle@etbur sites along the axis of the reservoir
(sites 1 - 4; Figure 1b). Frequencies of measungsnever the April through October
interval were monthly for the 1989-1992 period, Wgefor 1993-1995, and bi-weekly
thereafter. Profile measurements were generallgated at depth intervals of 1 m. The
accuracy and resolution of tributary and reserfomeasurements was = 0.15 and 0.01 °C,
respectively. Modest longitudinal T differences/é been observed in April and October,
when Schoharie Creek tends to be systematicallyneraand cooler, respectively, than the
reservoir (Effler et al. 2006a). Otherwise theideal of T values for sites 1 and 3 at equal
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depths have approached zero. The temperaturezoivéiter withdrawn from the reservoir
(Tw) is monitored by NYCDEP, representing an additia@portunity to test predictions at
the intake depth and site. The frequency @frifeasurements has varied from 1 wio
nearly daily.

A thermistor chain, or string (Aanderaa Model 28@2curacy and resolution of
+ 0.15 and 0.01 °C, respectively), and a data logg@nderaa Model TR7), were deployed at
site 1 over the interval August 4 to SeptemberlP98. Measurements were made at 10 min
intervals. The thermistor chain measurements geml/ia second type of data for evaluation
of the model's performance related to internal wakemmin and Mortimer 1986). Spectral
analyses of the thermistor chain observationsddpdh of 25.5 m and model predictions for
this same site, time interval, depth and frequemeye conducted to identify characteristic
periods of oscillations associated with internalvesand evaluate the model's performance
in this regard (e.g., Gelda et al. 1998).

Values of kg were determined from profiles of downwelling irradce (Kirk 1994)
collected in 1992-1999 and 2002. Secchi disc nreasents, collected routinely as part of
the reservoir monitoring program, served as a gatm estimator of k(Effler 1985) for
other years. Values of;kvere specified according tg-8D = 1.26, based on a linear least-
squares regression analysié £r0.82) of paired measurements collected in tiserw®ir in
1998. Values of kwere specified daily though linear interpolatidritee estimates.

Meteorological inputs were specified hourly, cetent with the recommendation of
Cole and Wells (2002). On-site (Figure 1b) houmgteorological measurements (including
solar radiation) were available for the last 6 y# 14 y modeling period. Simulations for
the other 8 y were supported by off-site meteorickgdata collected at a National Weather
Service station located ~ 60 km away (northeashefreservoir) at Albany, NY. Strong
linear least-squares regression relationships (0.95) were observed between the on-site
and off-site measurements of air and dewpoint teatpees. In contrast, substantial
differences in wind speed were observed, and a evdiiear least-squares relationship<r
0.23) prevailed, as was reported between paireditfand on-site measurements elsewhere
in this region (Gelda et al. 1998). These regosssxpressions were used to specify
meteorological inputs for the 1989-1996 intervaddzhon Albany observations.

2.1.1.3 Setup, testing, and evaluation of perfogeart hydrothermal simulations

The model's autostepping algorithm (Cole and W2082) calculates a maximum
time-step, within a specified range, based on hygltamic numerical stability requirements
and then uses a fraction of this value for the adime-step of calculations. The minimum
and maximum time-steps used were 1 s and 1 h,ctxsplg. Model validation was based on
a set of coefficients (Table 1) that performed welt the entire 14 y period. These
coefficient values correspond rather closely taséhadopted elsewhere (Martin 1988; Gelda
et al. 1998) and recommended by Cole and Wells2R00

Model performance was evaluated both qualitativetyl quantitatively. Salient
features of the stratification regime on which mamulations were evaluated qualitatively
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include (Owens and Effler 1989): (1) the timingtbé onset of stratification in spring and
turnover in fall, (2) the duration of stratificatip(3) the dimensions of the stratified layers
(e.g., epilimnion and hypolimnion), (4) the temparas of the stratified layers, (5)..T(6)
the overall temperature differences in the watdéwroo, and (7) the periods of internal wave
oscillations in stratified layers. These featuséperformance are illustrated here in various
graphical presentation formats.

The primary quantitative basis of evaluating mogetformance adopted was the
"root mean square error" (RMSE) statistic (e.gomhann 1982), calculated according to

- 2
Z (Ti,obs - Ti,prd)

RMSE = |2 1
N 1)

where N = number of observationgsE = observed value ofh observations of T, and gfq
= predicted value dath observation of T. RMSE is statistically welHaeed and is an
indicator of the average error between observa@mspredictions. A lower RMSE
indicates a better model fit to observations.

2.1.1.4 Performance of hydrothermal submodel

Predictions of thermal stratification matched muead T profiles well, as illustrated
monthly for sites 1 and 3 in 1998 (Figure 3) an@2QFigure 4), two years with distinctly
different WSE dynamics (Figure 2b and c). In casttrto common limnological protocols
(Wetzel 2001), depths are represented in termgevfigons (Figures 3 and 4), rather than
depth from the surface, to accommodate variation8/SE.  The simulations track the
observed progressions at site 1 in both yearsjanad): (1) the near absence of stratification
in mid-April (Figure 3a and Figure 4a), (2) the dlmpment of increasing stratification in
May, June and July (Figure 3b-3d and Figure 4bata) peak stratification in mid-August
(Figure 3e and Figure 4e), (3) the subsequent dshmiment of vertical T differences and
deepening of the epilimnion in September and Oct¢brgure 3f and g, Figure 4f and @),
and (4) the establishment of fall turnover by midvidmber (Figure 3h and Figure 4h).
Timing, temperatures and dimensions of the layeessanulated well, despite noteworthy
differences between these two years that includédeper epilimnion in mid-June in 1998,
but shallower in July of that year, and greates lok stratification by mid-October in 2002
compared to 1998. Performance for the shallowstrepm site 3 was also generally good
(Figure 3i-30 and Figure 4i-40), though some dishment was apparent in mid-June
(Figure 4k) and mid-July in 2002 (Figure 4l) thaayrreflect the effects of internal waves,
the use of interpolation over extended intervalsgecify the inflow temperature, variations
in the layers affected by the water supply withdab{Martin and McCutcheon 1999) and
local sedimentation conditions, and spatially viagyiwind-sheltering.
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Figure 3. Performance of hydrothermal model for SchohariseReir as monthly profiles
in 1998: (a) site 1, April 21, (b) site 1, May 18) site 1, June 16, (d) site 1, July
21, (e) site 1, August 18, (f) site 1, September(@p site 1, October 13, and (h)
site 1, November 17, (i) site 3, April 21, (j) sBeMay 19, (k) site 3, June 16, (1)
site 3, July 21, (m) site 3, August 18, (n) siteSgptember 15 (no observations
available), (o) site 3, October 13, and (p) sitBl@yember 17.
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Figure 4. Performance of hydrothermal model for SchohariseReir as monthly profiles
in 2002: (a) site 1, April 15, (b) site 1, May 18) site 1, June 10, (d) site 1, July
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Spectral analyses of the thermistor chain obsemvatof 1998 indicate the presence
of several characteristic or dominant periods afliagion in stratified layers associated with
internal waves (Owens 1998a). These periods weoaitab2, 42, and 28 h (Figure 5a).
Spectral analysis of the model output for the sgmsition and time interval yields very
similar characteristic periods of about 59, 43 &idh (Figure 5b). A period of about 32 h
was more prominent in the predictions than the oag®ns. The similarities of the results
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of these spectral analyses support the positianttieamodel captured the characteristics of
water motion which influence transport and mixinghe hypolimnion of this reservoir. The
lower magnitude of the peaks for the model predigi indicates a modest level of
underprediction of the magnitude of T fluctuatiomstratified layers.

(a) observed
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Figure 5. Spectra of time series of T in Schoharie Resemsite 1, depth of 25.5 m, over
the August 4-September 15 interval of 1998: (a)eoked, and (b) predicted by
hydrothermal model.

Performance for the entire 14 y period is depi¢tedugh comparison of time series
of observations and continuous model simulationsplimnetic and hypolimnetic volume-
weighted Ts for site 1 (Figure 6). The varioustdeas of the stratification regime were
generally well simulated in all 14 vy, including imy of turnover, duration of stratification,
seasonal heating and cooling of the upper watacsTa of the layers. This 14 y simulation
substantially extends the period covered in testipgrothermal models beyond the longest
intervals previously reported [e.g., 6 y, Onondagke, NY (Owens and Effler 1996); 8 v,
Cannonsville Reservoir, NY (Gelda et al. 1998)].
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A strong relationship between predicted and oleskr¥, values prevails for the
entire 14 y period, that depicts only modest dewest between predictions and observations
(Figure 7). According to linear least squares @sgion analysis, variations in predicteg T
explain 95% of the observed variations. The RM$the predictions of [ for the entire 14
y period is 1.89 °C. These features of the mogeliformance support its appropriateness
for management applications that focus gn T

Good model performance is also depicted by theutated annual RMSE values for
the 1989-2002 period (Table 2). Each of these walueeorporate all the paired T
measurements and predictions from all four of tlemitored sites. The RMSE ranged from
0.85 (1994) to 1.75 (2001); the average for thareenteriod was 1.30. This level of
performance compares favorably to two other casessenthis representation of

® epi-obs. o hyp-obs.
epi-prd. e hyp-prd.

Temperature (T)

Figure 6. Comparison of observed and predicted epilimneiit laypolimnetic Ts at site 1
in Schoharie Reservoir for the period of 1989-2002.
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Figure 7. Performance of the hydrothermal model in simugatime withdrawal T () from
Schoharie Reservoir for the 1989-2002 period.

Table 2. Performance of hydrothermal/transport model iedmting temperature patterns
in Schoharie Reservoir annually, over the perio89t2002, as represented by the
root mean square error (RMSE).

Year RMSE (°C)
1989 1.06
1990 1.47
1991 1.49
1992 1.26
1993 1.19
1994 0.85
1995 1.33
1996 1.01
1997 1.54
1998 0.96
1999 1.43
2000 1.49
2001 1.75
2002 1.40
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hydrothermal model performance was reported fottiplalyears (Gelda et al. 1998; Owens
1998a). No significant difference in model perfame, based on the RMSE statistic, is
associated with the years of off-site (but adjusted wind differences) versus on-site

meteorological data. Further, there is no sigaificrelationship between the annual RMSE
(Table 2) and average WSE (Figure 2a), indicatiogleh performance was not substantively
affected by the wide range of drawdown conditiorduded in the testing period. Based on
the performance of the model for a wide range ofifig conditions embedded in this 14 y
period (Figures 3-7, Table 2), using a single detcefficients, the model is described as
validated.

2.1.1.5 Development of inputs and supporting datast transport simulations

Specific conductance (SC) serves as a valuabtertraf turbid density currents
formed in the reservoir from runoff events, as natghy reductions in levels are observed in
these inflows (O'Donnell and Effler 2006). Templyraletailed (e.g., 20 min intervals)
measurements of flow (Q; USGS), T, and SC (O'Ddrared Effler 2006) were made at the
mouth of Schoharie Creek in 2003 to support testihthe short-term (e.g., runoff event)
transport simulation capabilities of W2/T. In-ressr vertical profiles of T and SC were
made at numerous sites with rapid profiling instemtation (Effler et al. 2006b) following
runoff events to support testing of the model. diseries of Q in the creek, and T and SC in
the creek and surface waters of the reservoir aesepted in Figure 8. The cooler
temperature of Schoharie Creek relative to thervegein summer and fall is responsible for
the plunging behavior of this tributary during thaterval (Effler et al. 2006a). Eight runoff
events in 2003 were evaluated for short-term trarispubmodel performance, which had
recurrence (peak flow) frequencies ranging fromrdlagively rare) to 17 ¥ (common).
Model simulations were continuous from mid-Julyoiingh mid-November. The same model
coefficient (Table 1) used to validate the hydroth& performance of the submodel were
retained in testing its transport capabilities.

Transport performance was evaluated in the condéxthe submodel's ability to
simulate patterns of the SC tracer imparted to rdeervoir's water column, particularly
associated with runoff events. Model performanaes wvaluated both qualitatively (e.g.,
graphically as vertical profiles, contours and tiseries), and quantitatively, through the
root-mean-square-error statistic.
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Figure 8. Time plots for selected model forcing conditions $choharie Reservoir 2003;
(@) Schoharie Creek USGS flows, (b) temperaturesSichoharie Reservoir
surface at station 3 and Schoharie Creek, and getific conductance for
Schoharie Reservoir surface at station 3 and ScigoGeeek.

2.1.1.6 Transport performance of submodel

The submodel performed well in simulating theididtpatterns in time and space of
the SC tracer within the reservoir, establishingt theatures of transport and mixing,
particularly related to density currents from rurefents, were well represented. Four forms
of graphical representation support this positid):changes in vertical profiles of SC from
before to after runoff events (Figure 9), (2) tisexies of observed and predicted SC values
for multiple layers and longitudinal positions (krgs 10 and 11), (3) comparisons of
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observed and predicted longitudinal patterns of(&Cisopleths) along the longitudinal axis
of the reservoir for multiple days for a selectegrd (Figure 12), and (4) comparisons of
observed and predicted temporal and vertical patef SC (as isopleths) at a site (No. 3)
adjoining the intake (Figure 13). Rather well defi structures in observed SC patterns are
manifested in each of these formats, supportingotistion that these offer a robust test of
the transport simulation capabilities of the model.

The changes in vertical patterns of SC broughtuaihy runoff events were well
represented for multiple positions along the resies/major axis, as illustrated for late
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Figure 11.  Comparison of time plots of volume weighted averagecific
conductance (SC), observed and predicted (soks)jrSchoharie
Reservoir site 3: (a) 0-5 m, and (b) 5-10 m.
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May/early June (Figure 9a and b), mid-August (Fégg@c and d), late August/early
September (Figure 9e and f), late September/eartpl@r (Figure 9g and h), and late
October (Figure 9i and j) events. The dilutioneefs of the runoff events on SC is
manifested in each of these cases. The plungingavie is manifested both as
interflows (in summer, Figure 9b, d and f) and amderflow (in fall, Figure 9j).
Temporal patterns (as volume weighted values) ireethdepth strata were well
represented at site No. 1 (Figure 10). Substatetlporal structure occurred in the upper
two strata (0 - 5 m depth interval, and 5 - 10 nptdeinterval) in response to the
dynamics of runoff and SC levels in the inflowsEven better model performance was
observed at the shallower up-reservoir site 3 (feidul).

The observed longitudinal patterns of SC overShptember 23 through October
3 interval of 2003 depict the entry of plunginguti inflows in response to two runoff
events (peak flows on September 23 and SeptemberT2& front of the density current
was about 5 to 6 km up-reservoir from the dam opt&Seber 23 (Figure 12a) and had
approached the dam (1 to 2 km up-reservoir) by éeper 25 (Figure 12c). The
plunging inflow of Schoharie Creek lifted off thettbom and entered the down-reservoir
water column as an interflow for the first runotfgk about 5 km up-reservoir from the
dam. This shifted further down-reservoir for tleeend runoff peak (Figure 12 g). This
inflow had mixed into the epilimnion by October Biqure 12i). The behavior of the
density currents was generally well-representedutfinout the interval (Figure 12b, d, f,
h and j); e.g., SC levels, occurrence and thicknesshe density currents, and
longitudinal extent.

The model also performed well in simulating thenbaned vertical and temporal
patterns of SC at various positions along the akike reservoir, illustrated here for site
3 (Figure 13a and b). The highly dynamic mid-depttucture starting in July and
extending through September of 2003 is a manifestatf the entry of density currents
from multiple runoff events, a feature that is wepresented in model predictions. In
contrast, the late October event was an underflothia site (Figure 13a) because of the
seasonal deepening of the epilimnion. This featwae also simulated well by the model
(Figure 13b).

Root-mean-square-errors (RMSE) were determinedséwen time intervals in
2003 that contained runoff events (Table 3), basedaired observations and predictions
of SC throughout the reservoir through each infervidhe average values for the seven
intervals range from 3.89 to 6.70 uS-t(ifable 3); the overall average is 5.27 pS‘cm
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Table 3: Performance of hydrothermal/transport model in usating specific
conductance (SC) patterns in Schoharie Reservoiséven runoff event
intervals in 2003, as represented by the root-nsegare-error (RMSE).

Time Interval RMSE (uS-cm’)
June 1-June9 4.43

July 22 - July 24 6.64

August 3 - August 8 5.56

August 10 - August 15 5.59
September 4 - September 9 3.89
September 23 - October 3 4.06
October 27 - November 3 6.70

2.1.2. Modeling Turbidity

2.1.2.1 Approach and process

The alternative of simulating,Tindirectly through mass balance modeling of
suspended solids (SS) has been rejected here fiorcbaceptual and practical reasons.
First, because larger sized particles make greataributions to the particle assemblage
during high runoff events in the primary tributatlyan in the water column of the
reservoir (Gelda and Effler 2006b), the SS appro@&hfundamentally flawed.
Accordingly, the SS approach would result in systeécally false high loads within the
context of reservoir J(light scattering) levels. Apparently, many oétlarger particles
mobilized in the stream during the high runoff iwed are deposited before reaching
lacustrine portions of the reservoir (Gelda andeef2006b). This size sorting process
operates widely in reservoirs, manifested as higlegliment deposition (Effler et al.
2001; Effler and Matthews 2004) and accumulatides;aand greater contributions by
coarser sediments (Pemberton and Blanton 1980jvémine and transition zones of
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reservoirs. Further, practical limitations in sdimgp and analysis for SS compromise
resolution of loading and in-reservoir impacts assed with transient runoff events.
Direct measurements of a surrogate metric of thkt Iscattering coefficientof with
appropriate modern instrumentation, as implemehezd in supporting studies (Effler et
al. 2006b), provides much greater resolution otgoas in time and space to support
model testing.

This turbidity model is instead based on mass neagldype modeling of a
surrogate metric ob, an approach that is supported by the additive charaof
components and sourcesho{Davies-Colley et al. 1993). Implicit in this appch is the
recognition that light scattering is regulated bypmacteristics of the particles of the water
column, which in natural systems are heterogeneuitlts respect to size and often
composition. The beam attenuation coefficients defined by the following summation

c=a+b (2)

wherea = the absorption coefficient (B ageo is only ~ 3 to 6% otse, andb does not
vary greatly withi (Babin et al. 2003), supportirggso as a surrogate measuretbofThe
value ofcggp (C is also additive; Davies-Colley et al. al 1993)sadected as the model
state variable instead of,.TThis choice was also based on both conceptual eaddigal
considerations. Several investigators have indetcabatc has advantages ovep &s a
measure of the magnitude of "turbidity” on sciantijrounds (McCarthy et al. 1974;
Davies-Colley and Smith 2001). Instruments thatiseec are subject to absolute
calibration, while T, calibrations are based on an arbitrary standaeVi@3-Colley and
Smith 2001). Further, ;Tvalues depend to some extent on the particulanelemeter
used (Letterman et al. 2004). Tbgo metric has the additional advantage of providing
more complete spatial resolution (0.25 m verticallymultiple longitudinal positions) of
light scattering levels in the reservoir, throughplementation of rapid profiling field
instrumentation (Effler et al. 2006b). Furtheeldi measurements avoid potential biases
from systematic changes associated with the unabt@ddelay of laboratory analyses
(e.g., aggregation; Effler et al. 2006b). Predits$i ofcsso Can be converted to, Values
(Hach 2100 AN) for this reservoir according to thkkowing linear relationship (Effler et
al. 2006b)

Th=2.5 -Ceeo (3)

Adoption of a light scattering metric instead of &Sthe model state variable eliminates
the substantial variability and uncertainty that@auopanies the representation of light
scattering by SS, associated with the differenttiglar size dependencies of these
measures.

Two kinetic processes are represented in the dilybmodel settling (a loss
process) and sediment resuspension (an internatesqarocess), as specified by the
settling velocityy (m-dY). The effect of settling has been representetiriee ways. The
simplest approach applies a single valuevdb the entirecsso pool. The two more
complex representations partition the pool into amal three fractions, respectively, each
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with a different value oW (Table 4). Values off and the partitioning of thegso into
multiple fractions were determined by model calilorm These different representations
essentially treat the settling loss pathway dgg as being regulated by either a single
lumped particle size class or multiple size classes

The values ofv arrived at by calibration, correspond to particlemeters
(assuming spherical) of approximately 0.42 an®.6 um according to Stokes Law
(Table 4). The larger sizes represent much loveertributions (e.g.< 1%) of the
measured particle population of the water columen@Pet al. 2004) than the fractions
determined from calibration (Table 4). The effeetsize of these particles may be even
greater, and thus their occurrence even rarer ittdioated by the Stokes Law estimates
(Table 4), because of the plate-like (i.e., noneslal) features of many (e.g., clay) of
the particles (Peng et al. 2004). The need foh subigh settling velocity indicates the
operation of particle aggregation is effectively bmdded within the rapid settling
fractions.

Table 4: Values of Fractions and Settling Velocities (Adags for Temperature), for
Selected Single and Multiple Componegd, Models, with Calculated Particle

Diameters.
Model Fractions Settling Vel. Diameter
Component (%) (m-d?) (Lm)
1 100 1 4.17
2 35, 65 0.01,3 0.42,7.21
3 20,45,35 0.01,25,5 0.42,6.59,9.31

Resuspension of bottom sediment occurs when ttierbshear stress caused by
water motion exceeds a critical value. The crit&l@ear stress represents the resistance
to suspension of an individual non-cohesive patarl a collection of cohesive particles.
When this occurs, particles on the bed are liftetd ithe water column, acting as an
internal source of particles and increasing theswasicentration of particles and optical
measures of light scattering such as turbiditysu8pended particles may later return to
the bottom by settling and deposition.

WL/T has the capability to predict water motions@sated with most
hydrodynamic processes, including circulation dnivy wind stress at the water surface
and reservoir inflow and outflow. In particulahet model can predict bottom shear
caused by tributary inflow from Schoharie Creek mgwuhrough the relatively shallow,
narrow section of the reservoir near it's moutresigpension associated with the water
motion that is predicted by the 2D model is termieiiculation resuspension”. The
approach used here to simulate this process idasitu that used in other lake and
reservoir models (Lick et al. 1994, Ziegler andleis1995).

A potentially important source of bottom sheaess$r which is not simulated in

the 2D model is that associated with wind-driveogpessive waves on the water surface.
Such waves cause an oscillatory motion and stressatively shallow water, where the
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water depth is less than about half the wavele(i@dan and Dalrymple 1991); in deeper
water, surface waves have no effect. Mechanistlgtion of progressive waves in
lakes and reservoir, and the associated bottonspession, has been accomplished by
other (e.g., Luettich et al. 1990, Jin and Ji 2004 described below, a mechanistic
surface save model was developed and tested fayh&dk Reservoir (Owens 2006).
This surface wave model was linked with W2/T in erdo provide mechanistic
simulations of resuspension and resulting partiolecentrations and optical properties.

Both resuspension processes are represented isdheharie model. Wave
conditions are simulated (Owens 2006) outside of M\ the Donelan/GLERL model
(Schwab et al. 1984) and supplied to W2/T as dgivaonditions for wave-driven
resuspension.

2.1.2.1.1 Supporting data and development of inputs

Testing of the turbidity model, without resuspemsiprocesses, focused on
conditions encountered in 2003, a year with onlgnaall degree of drawdown (i.e.,
minimal in part from resuspension processes). Aydrology of the reservoir is well
guantified by comprehensive monitoring of inflowsdaoutflows (United States Geologic
Survey) and water surface elevation [WSE; New Yothty Department of
Environmental Protection (NYCDEP)]. Measuremesfsorted at a time step of 1 h are
used here. Ungauged inflows were assumed to hgwantdcs that tracked those of
Schoharie Creek (unpublished data, NYCDEP). Owtloand WSE values were
specified at this time step, as the daily averagieies. Meteorological inputs for the
transport submodel were specified at a 20 min 8tep, based on measurements made at
a position along the reservoir's main axis on aitoang platform located about 2.5 km
north of the mouth of Schoharie Creek (Figure Hpurly measurements of temperature
(T, °C; accuracy + 0.15 °C, resolution 0.01 °C) egg (accuracy + 0.30  resolution
of 0.03 m") were made with calibrated instrumentation near outh of Schoharie
Creek for most of the study period.

Reservoir measurements of T (accuracy = 0.002€€blution 0.003 °C) ancheo
(accuracy + 0.30 i resolution 0.03 M) were collected with field instrumentation on 42
occasions over the study period. Weekly measurssmgare made at four long-term
monitoring sites (No.'s 1 - 4) along the main afishe reservoir, which extend nearly its
entire length (Figure 1). Additional monitoring svaonducted during and following
runoff events starting in early June (events N®-sl2, Table 5). All runoff event-based
monitoring included at least 3 additional sitesnglthe main axis, located approximately
mid-way between the long-term sites (No.'s 1.5,, Z228d 3.5; Figure 1). The
measurements of T amgdso were made with rapid profiling instrumentation f(&f et al.
2006b). Eight measurements per second were cadlefdr both parameters during
profiling and stored in the instrument's data lagg&he instrument was lowered on a
cable at a rate of ~ 0.5 riti5.e., approximately 16 measurements were made eeth
sensor over each meter of depth. Measurements4nwithin 0.25 m intervals were
averaged, producing detailed vertical profiles. asl@ements at the multiple sites were
completed within 4 h.
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2.1.2.1.2 Setup, testing and evaluation of model performance

The model was initialized according to the measerds of May 6, 2003. The
predictions presented here result from continuaosulations over the entire May -
October interval of 2003, a much more rigorous tesnpared to multiple shorter term
simulations that would depend on respecificatiomndfal conditions before each of the
runoff events.

Table 5: Characteristics of, and model performance for, Meverunoff events for
Schoharie Creek for the study interval of 2003.

RMSE (RMSEN)
No. of Components

(m® x 1¢H
Peak in-reservoitseso

Event* No
Runoff Event Vol.

1 048 37 05013 04(10) o514
2 041 3¢ 08(1) 06(16) gg(23
3 161 8z 14018 11(13) 12(15
4 11z 7c¢ 11(% 09(13) 1015
5 01 121 1512 1.1(9 1.2(10
6 08 77 2229 14(18) 10(13
7 18t 201 3507 25(12) 2110
g8 19t 12z 33(@27) 21(17) 1714
9 074 122 32(26) 23(18) 1g(15
10 06z 72 151(21) 14.6(20) 148 (20
11 157 72.¢ 11.8(16) 10.9(1%5) 10.7 (15

12 32 7924 65(08) 6.7(8) 74(9

" see Figure 2a
" from Effler et al. (2006b)

Model performance was evaluated both qualitativalyrough analysis of
graphical presentations, and quantitatively, based statistical comparisons of
observations and predictions. Salient featureab®impact of runoff events on reservoir
light scattering levels considered were: (1) peakels following events, (2) vertical
patterns, (3) longitudinal patterns, and (4) atéion/diminishment following events. A
guantitative basis of model evaluation was the-rean-square-error (RMSE) statistic.
RMSE is statistically well behaved (e.g., Thomar®@82), indicating the average error
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between observations and predictions; lower vafyeeeerally reflect better performance.
The manner of application of the RMSE analysisefi the emphasis on impact of
runoff events. Analyses were conducted over iatervextending from the peak
documented impact of an event to 7 d later. Thedees were "normalized” by tlogso
maximum (RMSEN) observed for each event to demtitive performance across the
wide range of magnitudes of runoff events and irtgoac

21.2.1.3 Modd performance and sensitivity: full reservoir without sediment
resuspension

Graphical representations of model performancsinmulating cseo levels in the
reservoir are presented in two formats: (1) dedaiertical profiles for the four
monitored sites for two days during event No. e 14), and (2) time series for three
depth intervals of the water column (0 - 5 m, -, and 10 m - bottom) of volume-
weighted values at two reservoir sites for therergtudy (Figure 15). Representations of
performance in terms of the RMSE and RMSEN stafisti are
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Figure 14. Performance of Model for Schoharie Reservoir far Early September
Runoff Event (No. 8) as Comparison of Predicted @uberved Vertical
Profiles ofcesp According to Monitored Sites (see Figure 1); fep&mber
5 (a-d) and September 9 (e-h). Progression frorrddprvoir to Down-

reservoir Moves Left to Right. Both 1 and 3 ComganSimulation are
Presented.

presented in tabular form for each of the runo#rés and representations of component
fractions and settling (Table 5). Comparisonhaf bne and three componegdo models
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is presented in the format of vertical profilesgiie 14), while performance of the two
and three component representations is contrastéteitime series simulations for the
three strata (Figure 15). The performance of thiiirnomponent models was generally
superior to the single component representatiortiferoverall study; e.g., the average
RMSEN for the one component model was 18.6% conapard4.0% and 14.4% for the

two and three component approaches. Graphical aosgms further support this

position.

Both the one and three component models performeitl in simulating the
vertical position of th&sso maxima along the longitudinal axis of the resardiring the
peak impact of event No. 8 (September 5; Figure-d)4a Levels of cgso Were
overpredicted at site 3 (Figure 14b), but the aiétion of impact in downstream portions
of the reservoir for this modest runoff event (Tab) was well simulated for the three
component model (Figure 14c and 14d). These pwdoce features, immediately
following the event, were largely controlled by tgdrodynamic transport model. The
predictions presented for the single comporggtmodel correspond to a valuewE 1
m-d! (Table 4), from calibration that focused on parfance within the depths of the
maxima. Systematic short-comings in performancesrged for this simple kinetic
framework even during peak impact. Levelscgdy were underpredicted in the near-
surface waters along the entire reservoir (Figudra -1d) and overpredicted, as a second
maximum, in deeper layers in downstream segmemgsi@ 14c and d). No single value
of v could eliminate both of these shortcomings. Rerémce of the single component
approach worsened four days later (September 9inpact diminished and kinetics
(deposition) became relatively more important foilag the initial event driven transport
(Figure 14e - h). The extent of diminishment ilsuwface layers was underpredicted
throughout the reservoir, as manifested by falgé Ipredictions otgsso at depth of ~ 15
m (elevation = 330 m). Levels in the surface watantinued to be underpredicted and
those at depths > 30 m (elevation 315 m) were oedrgied.

Vertical features of performance improved substiiytwith both the two and
three component frameworks, as illustrated herdgHerthree component model (Figure
14a - h). Values of the fractions and the corredpanv for the multiple component
models determined through calibration are presetaealarly, along with corresponding
particle diameters calculated according to the &bKaw (temperature adjusted;
Reynolds NumbeRe << 1) for the spherical and inorganic (i.e., dgnsi 2.6 g-cr)
particle assumptions (Table 4). Qualitatively, thaultiple component approach
corresponds to a persistent (i.e., slow settlinggtion and a single or two rapidly settling
fraction(s) of particles responsible for light seahg Cssg). This approach resulted in
much better simulation of levels in surface watansl in deep layers in downstream
portions of the reservoir for both peak impact amiinishing effect intervals (Figure
14), and in terms of overall statistical metrics pgrformance (Table 5). The three
component model somewhat underprediciggat depths > 10 m in upstream portions of
the reservoir for September 9.

The time series representation of model performgfkagure 15) is valuable in
considering temporal features within the contexthaf entire study period. These time
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series of observations and simulations also serdemonstrate the distinct temporal and
spatial patterns imparted by the runoff eventshefdtudy period (Table 5). Attenuation
of the impact in both time and space (site 3 vestes 1) is clearly evident. These
patterns were generally predicted by both the tw three component representations
for the three strata at both upstream (site 3)dowhstream (site 1) monitored locations.
The model predictions explained 65 to 95% of theepbed temporal variations within
the defined strata (n = 6) of these two sites (f&dLb). The two component model

20
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Figure 15.Performance of Model for Schoharie Reservoir amgarisons of Predicted
and Observed T ime Series afso for Three Vertical Segments (volume-
weighted) for Two Monitoring Sites (a) 0-5 m, s&e(b) 5-10 m, site 3, (c) 10
m-bottom, site 3, (d) 0-5 m, site 1, (e) 5-10 nte &j, and (f) 10 m-bottom, site
1. Both 2 and 3 Component Simulations are Predente

performed generally better over the May throudly period, an interval of lower runoff
and smaller events. However, the three componexiehtracked observations closer in
August and September when severe runoff eventsrrect,uan exception was the lower
stratum at site 3 (Figure 15c). Improvements caeghdo the two component model
were most noteworthy in the mid-depth stratum (Fegi’s5b and e). However, the two
component model performed better for the largesbffuevent (No. 12, Table 5) and
subsequent diminishment. The three component mukebeen adopted in subsequent
management applications. Without inclusion of seit resuspension, the model
underpredicted the occurrence gf,[> 15 NTU as documented for the 1987-2004 period
(Figure 16). Inclusion of sediment resuspensioltofing calibration of both circulation
and wave-based inputs, resulted in a good matdm ebservations for [, > 10 NTU
(Figure 16). This overall turbidity model was apgl in subsequent related modeling
analyses of management alternatives.

The magnitude of the RMSE of model predictionsegally increased with the
magnitude of impact imparted by a runoff eventredected by the peatsso observed in
the reservoir (Table 5). However, when performasamnsidered relative to this metric
of event impact, as RMSEN, much greater unifornstyndicated. For example, the
RMSEN for the two component model ranged from Q8o for the 12 events (Table 5)
and the coefficient of variation for this perforne@mmetric for the events was only 27%.
According to the RMSEN metric, performance of thelthmcomponent models was the
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best for events 5 and 12 and the worst for eventM6del predictions were found to be
sensitive to the specified fractions and correspundsettling velocities of the
components otsso, and frequency of tributary measurement<ggh during events that
specify external inputs.

100

1987-2004 /

Cumulative Occurrence (%)

115 NTU

T T T T T T TT7T
100 1000

Withdrawal Turbidity (NTU)

predicted with windwave resuspension
————— observed
—_—— predicted without windwave resuspension

Figure 16. Comparison of Turbidity Model Predictions to Ohsst Values of
Withdrawal Turbidity (T,w) for Schoharie Reservoir, for the 1987-2004
Period, in the Form of Cumulative Occurrence, Ritaaiis are for the Cases
of With and Without Resuspension Inputs.

2.1.3. Optimization framework

2.1.3.1 Description

An optimization framework (Figure 17a) was develdghat links the reservoir
simulation model for T and ,Twith a heuristic operations algorithm (Figure 17tn
evaluate the benefits of a multi-level intake (MEktjucture on the quality of withdrawn
water. The water quality features of interesthis ttase are the withdrawal temperature
(Tw) and turbidity (F.w). The optimization algorithm reflects a strategyusing warmer
(epilimnetic) waters earlier in the year, saving ttolder hypolimnetic waters for late
summer withdrawal, to avoid exceeding a specifiedl dgor T, in late summer and fall
(e.q., Figure 17b). Required specifications ineladtime series of withdrawal flow ¢
that reflects historic observations or a scenafimterest, and J and T,,, goals (Figure
17a). Additional inputs include WSE and simulatedical profiles of in-reservoir T and
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T, from the model segment containing the intake (@hooutput). The algorithm
proceeds day by day, determining the combinatiowitidrawal levels and flows that
meet, if possible,

@) select intake configuration;
start with withdrawal from one
level only

W2 Model

W2
postprocessor

yes in-reservoir T, T profile at
the intake segment

optimization
Q,» WSE, and .
T, T,, limits algorithm
wr nw (Fig. 17b)

withdrawal schedule
apportioned by levels

(b)
select a combination of
two feasible levels

apportion Q
by intake levels

[ selective withdrawal algorithm|

depth-profile of Q

compute T, T,

alternate Q
apportionment

in-reservoir T, T profiles

alternate intake levels combination

allQ,
apportionment
complete?,

all intake leve
combinations
complete?

seekmin T if T,
is not a concern?

v select best intake-levels
select this intake-levels and flow-apportionment
and flow-apportionment combination

combination

Figure 17. Optimization of Operation of Multi-level Intake Rhbty: (a) Linkage of
Two-Dimensional Water Quality Model and Optimizatialgorithm, and (b)
Heuristic Optimization Algorithm for Blending of Widrawals from
Multiple Intakes to Meet J Goal and Minimize T..

the specified goals. The heuristic approach (EglLrb) has advantages over other

optimization techniques, such as dynamic progrargmimcluding computational
efficiency and ready linkage with a simulation mioslech as W2/T.
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Initially the algorithm establishes the intake dbsv that are available (i.e.,
positioned below the WSE; Figure 17b). The des@gds then apportioned among the
available intake levels for withdrawal. Two adjoig intake levels are selected for
withdrawal, moving downward in the water columnor fexample, for a 4-level intake
facility, intakes | and Il are first selected (nuenéd according to shallowest, or highest
elevation, as intake |, and deepest, or lowestagilew, as intake IV), consistent with the
strategy of preserving the colder hypolimnetic watéligh T,, values at these intake
levels would force shifts to deeper intakes. Thppaationment (blending) of Qfor the
selected levels is done progressively, startindy Wid0% from the upper level and 0%
from the deeper level, with shifts in this partiiiog (increments of 0.5%) as necessary to
meet the specified goals (Figure 17b). The redfitivsmall size of the increments
supports a "smooth" blending that reduces variationT, that could lead to irregular
exceedences of the goal (e.g., Hanna et al. 1999).

The withdrawal algorithm is then used to calculiie effective withdrawal flow
rate from each of the model layers, based on thebowtion of determined levels and
flow apportionment (Figure 17b). Note that withdeds are effectively taken from a
rather broad depth interval adjoining an intake iiviaand McCutcheon 1999), as
represented by W2/T (Cole and Wells 2002), andlastriated through simulations for
three different intake elevations for the condisarbserved for June 16, 2002 (Figure
18). This, together with the model simulationsmfeservoir profiles of T and,for
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June 16, 2002
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effective bottom
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Figure 18. Model Simulations of Vertical Contributions to iMirawal Flow (Q) for
the Conditions of June 16, 2002, for Three Intaf@nterline positions
shown), Operating Separately.
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the model segment containing the intake, resultpredictions of |, and T, The
selection of intake levels and flows has a feedladfdct on predictions of in-reservoir T
and T, patterns (Gelda and Effler 2006c). Iterative gs@é of operation scenarios are
conducted as necessary to meet the specified witfadrgoal(s). A minimal impact is
sought if the specified goal cannot be met.

2.1.3.2 Specifications for example/applicationshaf optimization framework

Application of the optimization framework that k& the reservoir simulation
model with the described heuristic operations allgor is demonstrated here in an
evaluation of two MLI alternatives. The two sceasarare for the conditions of 2002
(Table 6), the year of second greatest drawdownhagitest T, goal, of the 1989-2003
period (Gelda and Effler 2006a). These exampldiaimns focus only on meeting the
Tw goal. Maintenance of the observed @me series for that year, as part of these
example applications, reflects protection of theergoir's primary intended use as a
water supply.

Table 6. Specification of two MLI configurations for evaltion by the optimization
framework.

Scenario*  Site No. of Elevation of Intake Levels (mj

Levels I Il 1 \Y
A 3 3 339.5 3335 3274 -
B 15 3 339.5 328.1 316.7 -
baselin& 3 1 - - - 327.4

see Figure 19
centerline, assuming 2.45 m height for intakes
* prevailing conditions

The development of model inputs, including thevelrs for 2002 has been
specified elsewhere (Gelda and Effler 2006a). e MLI scenarios considered here
include two sites, one at the existing locatiotie(d) and the other substantially down-
reservoir in a deeper area (site 1.5, Figure lat)) lvith three intakes (Table 6). Both
scenario configurations (A and B) have a near-serfmtake (I) at an elevation
(centerline of 2.45 m high intake) of 339.5 m (Teal@l). The deepest intake levels
approach the reservoir bottom at the two locatigreble 6). The intermediate intake
levels are positioned such that distances betwesn are equal.
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Figure 19. Results of Example Application of Optimization frework for Two MLI
Scenarios (see Table 6): (a) WSE, with Verticakittins of Intakes
Presented for Two MLI Scenarios, (b),Qobserved) and Simulated
Apportionments for Intake Levels of Scenario A, @) (observed) and
Simulated Apportionments for Intake Levels of Scemd, and (d) T,
Observations and Model Predictions for Scenari@é B.

2.1.3.3 Results for example applications of thenojition framework

Time series of simulations of apportionments gfa@d associated predictions of
Ty are presented for the two MLI scenarios; the gpoading time series of observed
WSE is included for reference (Figure 19). Alldg@rintake levels were predicted to be
active at some time during the year for both tHesel intake scenarios (A and B; Table
6; Figure 19a and c) and all scenarios were suftdessavoiding violations of the goal
for Ty (e.g., Figure 19d). The timing of use of the oas intake levels was highly
dependent on WSE for these scenarios.

The early use of the deepest level intake thrailmtuary and into February for
scenario A (site 3, Figure 19b) reflects the extendrawdown of the reservoir surface at
that time. Subsequent shifts in use of the variotake levels for this scenario, including
the abrupt start-up and subsequent discontinueafuse upper intake in early May, all
tracked the dynamics of WSE (Figure 19a), reflertine use of the intake positioned
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highest in the water column. The upper intake wsed solely for this scenario from
early May through June (Figure 19b). Clear incesas T, relative to the observations
for 2002 were manifested over this interval (Figured), reflecting the effects of
releasing epilimnetic waters instead of the co@aters of the lower layers at site 3.
Blending, guided by the optimization algorithm, refatively small amounts of level I
with the level | withdrawal was necessary througilyeJuly to meet the J standard.
Note that predicted (J tracks the specified goal-during this and otheerwals of
blending (Figure 19d). Drawdown eliminated acdedgvel | starting in early July. The
attendant shift to level Il (Figure 19b) was accampd by a sharp decrease inaf ~ 5°
C. Blending of withdrawals from intake levels Ihdalll became necessary for this
scenario to meet the,Tstandard starting in late July, and continued|date August
when access to the middle intake level was eliremhéty drawdown (Figure 19a and b).
The abrupt shift to level Il (bottom) as the setmurce of Q resulted in a second sharp
decrease in JJ of ~ 5° C (Figure 19d). Exclusive use of thistbot level intake was
required through mid-October (past the time whenvalues approached the standard),
when the abrupt refilling of the reservoir (Figur@a) from high runoff allowed access to
the upper level intake (Figure 19b).

Certain features of the simulations for scenari¢sige 1.5), an alternative that
would position a multi-level intake facility in aedper part of the reservoir (Figure 1b),
present interesting contrasts to those presentethéoshallower site (Figure 19b - d).
The middle level (Il) for this scenario met the ientQ, demand through April.
Thereafter, until late June, the apportionment ating to levels did not differ from
scenario A (site 3). Smaller contributions frorwdkll were required in the blending
interval of late June through early May for scemds (site 1.5; Figure 19b and c),
associated with the colder (e.g., deeper) wateadadle at level Il for this scenario. This
was also responsible for the even larger decrea$g (~ 10° C), compared to scenario A
(site 3,; Figure 19d), when drawdown eliminatedeagsco the upper level intake. Use of
the deepest level intake is predicted only for alo weeks in late August (Figure 19c¢)
to avoid exceedences of the standard fpfHigure 19d); the contribution from the deep
intake remained less than 15% over this interyatiake level 1l was used thereafter, until
access to level | was acquired with the rapid iaseein WSE in late October.

2.1.4. Probabilistic model for temperature and turbidity in the
Schoharie Reservoir withdrawal

2.1.4.1 Introduction

Managers seek to effectively apply successfulltei® models, as documented
above, to predict ecosystem response to rehalahtaiternatives. Such predictions, or
forecasts, are described as a priori simulationsr(Ban and Dolan 1986; Gelda et al.
2001), as they correspond to environmental forcimgditions that have not occurred, but
instead are specified. Model forecasts and relatethagement perspectives can be
influenced greatly by the forcing conditions speecif(Bierman and Dolan 1986; Gelda
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and Effler 2003). Thus it is important that theedfied forcing conditions are
representative.

Goals for developing representative inputs foriarpsimulations should include
absence of bias and appropriate description ofaldity. Long-term records of
environmental forcing conditions, such as metegyland operations of reservoirs, offer
opportunities to represent the effects of variaian important drivers in model
forecasting (Owens and Effler 1989; Owens et a®8]1%elda et al. 2001). The use of
long-term data sets as model inputs eliminatesithigrariness of specification of critical
conditions for complex situations, as inputs ddsatiby these actual measurements are
inherently representative (Owens et al. 1998; Getda. 2001). Accordingly, a model's
predictive capability serves to represent the #&ffeaf variability in these forcing
conditions. Presentation of the simulations inrabpbilistic (e.g., cumulative percent
occurrence) format (Gelda et al. 2001) providesalable perspective on reasonable
variability in water quality to be expected, andh daad to an objective identification of
critical forcing conditions (Gelda and Effler 2003)Longer monitoring records are
expected to more completely represent variabilfgr example, Gelda and Effler (2003)
conducted simulations with a probabilistic modelyeh by long-term (27 y) monitoring
data for key drivers, to describe variability to éxgected in the status of an urban lake
with respect to ammonia toxicity criteria, and dentify critical (e.g., one in ten years)
runoff conditions.

2.1.4.2 Description of Probabilistic Modeling Framuek

The central feature of the overall probabilistiodal framework is the water
guality model (Figure 20), composed of the subnm®delscribed above. It is capable of
simulating transport within the reservoir, featuoéshe thermal stratification regimey,,T
patterns of | within the reservoir, and,l,. The required inputs for the overall model
dictate the data types for which long-term recavdestimated values must be accessed
or developed to drive the probabilistic frameworkgure 20). The optimization
framework (Figure 20) supports automated and optnhiselection of intake levels to
meet water quality goals. A minimal impact is doii§a goal cannot be met (Gelda and
Effler 2006c).

2.1.4.2.1 Specification of Drivers of Probabilistic Framework
2.1.4.2.1.1 Meteorology

Regional (e.g., off-site) meteorological data ([€ab) have been successfully used
to support simulation of the stratification regiroé Schoharie Reservoir with W2/T

(Gelda and Effler 2006a), as well as another resem the region (Gelda et al. 1998).
On-site hourly (consistent with time step of mod@luts) meteorological measurements
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Figure 20.  Probabilistic Model Framework for A Priori Simulats of Withdrawal
Temperature (J) and Turbidity (T ) for Schoharie Reservoir.

Table 7: Monitoring Data Supporting Probabilistic Modelifgamework for Schoharie

Reservoir.

Model Driver Type

ltems Specifications for Data

meteorology

inflows (gaged)

inflows (ungaged)

outflows

load$

stream T

light attenuation
coefficient

air T, dewpoint T, solar  on-site, 1997 - 2002; off-site,
radiatiort, wind speed and Albany airport, since 1948 (NOAA)
direction
tributary flows Schoharie Creekcsi1948;
Manor Kill since 1986; Bear
Kill since 1998 (USGS)

minor tributary flows estimatedrh hydrologic
budget
withdrawal 1948 - 1996, NYCDEP; 1997 -
2004, USGS
spill computed from rating curve

based on TSS,;landcggp TSS for 1996 - 2001; paired TSS
measurements and T, for 2003 - 2004;
pairedcsso and T, for 2003

Schoharie Creek, as %$choharie T, Albany J, Q 1998,
function of Ty, and Q 2002 - 2004

- average of patterns for 1993 — 2003

' from cloud cover data (Cole and Wells 2002)

2

conducted outside of the probabilistic framework

3 from combined Q andsg information
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were available for 6 y (Table 7) of the 14 y of hottiermal model testing (Gelda and
Effler 2006a). Simulations for the other 8 y wémsetead supported by regional data
collected at a National Weather Service statiarated ~ 60 km (the most proximate)
northeast of the reservoir at Albany, NY. No siigaint difference in model performance
was observed for the years of on-site versus téfraeteorological measurements (Gelda
and Effler 2006a).

Strong linear least-squares regression relatipsstf > 0.95) have prevailed
between on-site and off-site measurements of dif,f; Schoharie i, = 0.964-Albany
Tair - 0.45 °C, 7= 0.968) and dewpoint T. The relationship forasshdiation (I, w-r)
was also strong (Schoharie | = 0.853-Albany | 58#m% r* = 0.849). In contrast, the
relationship for wind speed (v, rfhswas much weaker {r= 0.31; Schoharie v =
0.272-Albany v + 1.46 mi'y. The regression relationships were used in §pegi
inputs to W2/T with the off-site meteorological dafFigure 20). The available
meteorological record for Albany (since 1948, TaB)eset the duration limit (1948 -
2004; 57 y) for the probabilistic framework forghgystem.

2.1.4.2.1.2 Sream flows and loads

A flow gage was established by the United Statesl@ic Survey (USGS) for
the mouth of Schoharie Creek before the reservas filled (Table 7). The quality of
flow measurements at this gage (No. 01350000)péeisy flow of the primary tributary
for the probabilistic framework (Figure 20), hasbedescribed as good by the USGS
(e.g., 95% of daily discharge values are within 16Ptrue value). Gages (USGS) were
added to two smaller tributaries in 1986 and 199 of the watershed is presently
gaged (Table 7). These measurements for the snrdlletaries supported development
of linear least-squares regression relationshipis $choharie Creek flows that were used
to specify these smaller inputs for the 57 period.

Levels ofcggp Were specified in Schoharie Creek hourly from skream's flow
(Q, nv-sY) according to a relationship (Figure 21) develogezm system-specific
monitoring. This relationship is based on thremponents that function in series: (1)
the concentration of total suspended solids (TSS) &unction of Q (unpublished data,
1996 - 2001, NYCDEP), (2) the relationship betwd@grand TSS for this stream (e.g.,
Effler et al. 2006a), and (3) the relationship be#wcssp and T, for the system (Effler et
al. 2006b). Uncertainty and variability in the cadérelationship (Figure 21) is primarily
associated with the first of these componentshassecond and third components are
strong by comparison. In particular, the stragg - T, relationship (Effler et al. 2006b)
is expected as these are both measures of ligtiesng (Kirk 1994). A portion of the
scatter in thecggp - Q relationship (Figure 21) apparently refleggstematic shifts that
occur irregularly in response to extremely highaffievents (e.g., Smith 2002), behavior
that is consistent with the poorly armored natufehe banks along Schoharie Creek.
Loads ofcsgp (Gelda and Effler 2006b) were specified hourlytlaes product of hourly
values ofcggo and Q.
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2.1.4.2.1.3 Sream temperature

Representation of the dynamics of stream J {T) is necessary for this system
(Figure 20) because the density differences resplenfor the turbid density currents

1000

1996-2001; computed from
observed TSS

best fit

100

-1
Ceg0 (M)

0.1 — . .
0.1 1 10 100 1000

Flow (m*-s™)

Figure 21. Evaluation of Relationship for Schoharie Creek tgpi$rt Specification of
Ceso Levels from Q.

and related vertically structured, fTandcssg) patterns in the reservoir are attributable to
differences in temperature (Effler et al. 2006B)oreover, wide variations ingloccur in
this stream within individual days (O'Donnell anéfl& 2006). Empirical polynomial
relationships were developed for individual montthspecify T hourly as a function of
Q and Albany T, according to the polynomial

Ts,i = aO + al |:I-air,i—?; + a2 D]og(Q|) (4)

where T; = stream temperature for Schoharie Creek for holy; i3 = air temperature 3

h before hour i, Q= stream flow for Schoharie Creek for hour i (mpated values
based on daily meanQand g, a, and a are coefficients. The analysis was based on
paired values in 1998 and 2002-2004, intervalswibich measurements ofsifwere
available (Table 7).

The empirical model(s) generally performed welkiate scales of within a day
and day-to-day for the various months, as illusttdbr August (@= 13.831, a= 0.395,
and a = 2.408) of 1998 (Figure 22). The monthly relaships explained from 65
(October) to 82% (July) of the substantial varigpiln Ts;. The same predicted time
series of T; obtained for Schoharie Creek for the 57 y peria$ wdopted for the other
smaller tributaries.
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Figure 22.  Performance of Empirical Temperature Model for @drie Creek for
Hourly Observations in August 1998.

2.1.4.2.1.4 Operations

The effects of reservoir operations are mediatgdtie imbalance between
tributary inputs and the withdrawal flom,Q This outflow pathway, as well as spill over
the dam, as monitored by NYCDEP since the initlah§ of the reservoir, is specified in
the probabilistic framework for the 1948-2005 pdr{&igure 20; release through the dam
structure has not been operative over the portibrihe record represented in the
probabilistic framework). A primary manifestation the operations of this reservoir is
variations in WSE. This fundamental change inghgsical dimensions of the reservoir
influences its thermal stratification regime (Owetsal. 1998; Gelda and Effler 2006a),
vertical patterns of J(Cse0) relative to the intake depth following runoff exe (Effler et
al. 2006a), and related features of water quatithe withdrawal.

Substantial drawdown has been a common occur@rerethe 57 y record; e.g.,
the annual average WSE was within 2 m of the &8ervoir elevation in only 9 y of the
period, and was > 5 m in 25 y (Figure 23a). Thdewinterannual variations reflect the
effects of natural variations in runoff in the wateed. Wide variations also occur
seasonally, with maximum drawdown observed on @e(a 15 m) in September and
October, and minimum in April and May (Figure 23b).

2.1.4.3 Evaluation of the sources of variability withdrawal water quality for
prevailing conditions

The performance of the probabilistic framework simulating the observed
variability in T,, and T, was evaluated by comparing the predicted seadmmaids to
the population of observations for the 1987 - 20Qdrval (Figures. 24 and 25), a period
for which comprehensive monitoring data were awdéla The range of observations was
quite broad for |, (Figure 24a), but particularly for,T, (Figure 25a; note logarithmic
scale). The pattern for the upper bound of theliBtribution of observations is similar to
that of the epilimnion of the reservoir, while tlever bound is akin to hypolimnetic
conditions (Gelda and Effler 2006a). Values apphazy or exceeding the,Igoal (21.1
°C) have been observed over the late July throadly 8eptember interval (Figure 24a).
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The temporal pattern of, T, has generally lacked a recurring seasonality, isterd with
the more random occurrences of runoff events, @hatthe primary drivers of elevated
turbidity in this reservoir (Effler et al. 2006bg{@a and Effler 2006b).

No single year can represent the variability thas prevailed for both,land
Thw as illustrated by the predictions for 2003 (Feg@4a and 25a), a relatively high
runoff year for the spring to fall interval in whicthe reservoir remained nearly full
(Figure 23b). Predictions of,for 2003 tended to track the lower bounds

Figure 23.
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Historic WSE Patterns for Schoharie Reservoir,8192004: (a) Annual
Mean and 16 and 98 Percentiles, and (b) Seasonality, Monthly Mean
and 10" and 98 Percentiles, with the time series for 2003 condii
included.
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Figure 24.  Comparisons of Simulations and Observations (188¥) of T.: (a)
Simulations for Conditions of 2003, (b) 2003 Hydgy with
Meteorological Conditions for 1987-2004, (c) Siatidns for
Meteorological and Hydrology/Operations Conditidies 1987 - 2004,
and (d) as in (c), but for 1948-2004. Line in {8)simulations for
conditions of 2003, bounds of Envelopes in (b), gnd (d) are Ranges
of Model Predictions.
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Meteorological and Hydrologic/Operations Condiiofor 1987 - 2004,
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of observations for the 1987 - 2004 period (Fig@dm). A number of short-term
increases in J,, were predicted for 2003 (Figure 25a) in respomseuhoff events and
well-predicted (Gelda and Effler 2006b) increasesl;i levels in the reservoir's water
column. The relative contributions of variations meteorological conditions and
hydrology/operations are depicted here by sequeftiamulative) inclusion of their
effects for the 18 y of observations. Meteorolagiconditions drive not only the
transport/hydrothermal submodel, but also streafn€el, the occurrence and depths of
plunging during runoff events) and wave action. (ireear-shore sediment resuspension;
Figure 20). Hydrologic conditions, as reflectedumoff levels, are inextricably coupled
to operations in this reservoir, particularly asnifested in the occurrence, timing and
magnitude of drawdown (Figure 23).

Accommodation of meteorological variations, as soeed over the 1987 - 2004
period, under the nearly full reservoir (hydrolggiconditions of 2003 (i.e., held
constant), explain only a modest amount of the wesevariability in T, (Figure 24b)
and T,w (Figure 24b). Moreover, the range in predictioofs T, extend below
observations in portions of the June through Sepésnnterval. This feature suggests
such meteorological variability did not occur fagamly full reservoir conditions, such as
prevailed in 2003.

Inclusion of the effects of variability in hydrag/operations observed over the
1987 - 2004 interval resulted in much improved datian of the observed variability
(Figure 24c and 25c). Eighty five percent of tHeservations of J and 75% of the
measured J, values were bounded by these predictions with pinebabilistic
framework. The broadening and upward shift gfbbunds in summer (Figure 24c) is
largely attributable to the common occurrence, \miable magnitude, of drawdown
during that 24 vy interval (Figure 23b). The highdg values correspond to major
drawdown intervals when the intake withdrew epiletio waters. The lower values
reflect withdraws from the hypolimnion, such a20003 (Figure 24a). There was some
tendency to overpredict the lowestJ(and water column ) values (e.g., < 5 NTU;
Figure 25c). This is not deemed to be a substastiort-coming as these turbidity levels
are well below those of management concern. Pealtreences of J,, were somewhat
over-represented by the predictions. In part, ithen artifact of the temporary shutdown
of the withdrawal following certain large runoffes to avoid discharge of particularly
turbid water in Esopus Creek. Comparisons of tis&ridutions of the predictions and
observations in a cumulative percent occurrencendbr(Figure 26) provide a more
rigorous test of the representativeness of the gimdibtic framework. The predictions
track the observations for,T(Figure 26a) and I, (Figure 26b) closely. For example,
the probabilistic framework predicted, J exceeded 15 NTU 23% of the 1987-2004
interval, very similar to the observations (24%gufe 26b). Yet wider season bounds of
Tw and T, were predicted with the probabilistic model whie variations in drivers for
the 57 y (1948-2004) record were incorporated (fagw24d and 25d), depicting the
added benefit in representing variability by coesidg the longer record.
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2.2. Evaluation of Multi-Level Intake Scenarios with

Probabilistic Modeling Framework

The developed and tested probabilistic modelimgnéwork is applied here to
evaluate the potential benefits of five selected Rinfigurations in Schoharie Reservoir

(Table 8). The prevailing intake configuratiome intake at site 3) is included for
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Figure 26.

Withdrawal Turbidity (NTU)

Performance of the Probabilistic Modeling FrameéwiarSimulating the

Observed Water Quality of the Withdrawal from Stéwee Reservoir for
the 1987-2004 Interval, as Cumulative OccurredoésP(a) Temperature
(Tw), and (b) Turbidity (Fw)-

Table 8. Specification of five MLI configuration alterna@#g for evaluation with
probabilistic modeling framework.

MLI Site * No. of Elevation of Intake Levels (m)
Levels I 1 [l \Y
3 3 339.9 333.8 327.1 -
2 3 339.6 331.9 324.3 -
2 4 339.6 334. 329.5 324.3
1.5 3 339.6 330. 321.3 -
1.5 4 339.6 333.5 327.4 321.3

" see Figure 1b
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reference. These scenarios emerged based on emi®d of an array of factors (e.qg.,
Gannett Fleming & Hazen and Sawyer 2004). The 3itdL| alternative (Table 8)
would position a MLI facility at, or adjoining, thexisting intake. Both the site 2 and site
3 alternative would have greater water depths abks| with the deepest depths of the
alternatives (i.e., greatest access to the enttemcolumn) available at site 1.5 (Table
8). Both three and four intake options were com&d for the site 2 and site 1.5
alternatives. The applications of the probabdistamework presented here incorporate
historic operations (57 y). Thus these do not awnodate changes in operating
strategies, such as may be adopted in the futureett both water supply and SPDES
permits needs. Applications of the probabilistiodeling framework to address such
cases are presented elsewhere in this report.

The T, goal is predicted to be met for essentially theremange of conditions of
the 57 y embedded within the probabilistic framewéor all five of MLI scenarios
(Figure 27). The short-term exceptions for certsgenarios could be eliminated by
modest adjustments in operation of the intakesteNloe elimination of occurrences of
Tw > 21.1 ° C for these scenarios (Figure 27b-f) caneq to the predictions for existing
single fixed-depth intake (Figure 27a),, Would tend to increase more rapidly in spring
and early supper with a MLI (Figure 27b-f), reflagt an operating strategy of using
warmer epilimnetic waters (i.e., upper intake) iearin the year, thereby saving colder
hypolimnetic waters for late summer withdrawal. isTkvould result in a shift to the
increased occurrence of coldey Walues in late summer (Figure 27). A wide ranfé g
values (but < 21.1 ° C) would continue to be entenad following the installation and
operation of a MLI facility.

There are three noteworthy features of thg prediction for the MLI scenarios
(Figure 28): (1) a very wide range of values woeddtinue to occur (e.g., the withdrawal
may be shutdown for particularly high levels), é¥ceedences of the, | goal of 15
NTU would continue, though these occurrences walgcrease by ~ 30% (e.g., ~ 18%
occurrence > 15 NTU, instead of 25% occurrence NIB), and (3) performance at the
three sites and three and four intake options wbeldhearly equal. The lack of greater
benefit from a MLI facility for T, levels is in part a result of the substantial Hept
intervals impacted by runoff events (e.g., thiclehesturbid density currents; Effler et al.
2006b) and that contribute to inflow into an intafddartin and McCutcheon 1999);
Gelda and Effler 2006c). Moreover, the turbid rese strata become thicker following
runoff event in response to natural mixing procegsdfler et al. 2006a). Accordingly,
the hypothetical MLIs provided only modest avoidabenefits for turbid reservoir strata
(Figure 28).
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Figure 27. Predictions of the Seasonality of the Temperatdr&Vvahdrawal (T,) of
Schoharie Reservoir by the Probabilistic Framew({K years of conditions): (a)
Prevailing Conditions, (b) MLI Scenario, site 3le¥el, (c) MLI Scenario, site 2, 3-level,
(d) MLI Scenario, site 2, 4-level, (e) MLI Scenarisite 1.5, 3-level, and (f) MLI
Scenario, site 1.5, 4-level.
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Figure 28. Predicted Distributions of the Level of Withdrawdlurbidity (T,.) of
Schoharie Reservoir by the Probabilistic Framew®dikyears of conditions)
for the Prevailing Case and Five MLI Scenarios (€&8). Note the Near-
Equivalence of Performance of the MLI Scenarios.

may be shutdown for particularly high levels), é¥ceedences of the, | goal of 15
NTU would continue, though these occurrences wagcrease by ~ 30% (e.g., ~ 18%
occurrence > 15 NTU, instead of 25% occurrence NIB), and (3) performance at the
three sites and three and four intake options woeldhearly equal. The lack of greater
benefit from a MLI facility for T, levels is in part a result of the substantial Hept
intervals impacted by runoff events (e.g., thiclehesturbid density currents; Effler et al.
2006b) and that contribute to inflow into an intafddartin and McCutcheon 1999);
Gelda and Effler 2006c). Moreover, the turbid rese strata become thicker following
runoff event in response to natural mixing procegdfler et al. 2006a). Accordingly,
the hypothetical MLIs provided only modest avoidabenefits for turbid reservoir strata
(Figure 28).

The similarity in performance of the various Mldrdigurations in the context of
percent occurrence (daily average) > 15 NTU (Fifi8f a useful summary statistic for
managers, should not be misinterpreted as depictmfiprmity in response to runoff
events in these portions of the reservoir. Tenlpoaad spatially detailed monitoring in
the reservoir following runoff events has estatdshighly structured patterns fop, T
that differ according to the event and other dgviconditions (Effler et al. 2006a,;
2006b). Comparison of the predictions gf,Tat a shorter time scale for two of MLI
facility scenarios provides a valuable perspectimeghe extent of structure embedded in
the summary statistic of percent occurrence > 18 NTSubstantial spatial differences
have been predicted for the two hypothetical Mliesiat a daily time step by the
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probabilistic model (Figure 29a; n = 14,831 paiprddictions). More extremely high
Thw Values (> 100 NTU) were predicted for the sitec8mario (e.g., more proximate to
Schoharie Creek), but the number of these occueeem@s predicted to be extremely
small relative to the size of the population and flubset > 15 NTU. This analysis of
model output serves to demonstrate that wide teahplfiferences between the two sites
in the status with respect to the, . goal are embedded in the nearly equivalent
performance for the statistic of percent occurrerreé5 NTU.
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Figure 29. Comparisons of J,, Values of Multi-Level Intake Facility Scenariosrfo
Sites 3 and 1.5 (each with three intakes; Tablen8pchoharie Reservoir for
the 1948-2004 Period: (a) Daily Noontime predicsio(b) Number of Days
with Average T, > 15 NTU for Each Year of the 57-Year Record.

Substantial differences in performance emergeéhfersame MLI scenarios in the
context of the number of days for which > 15 NTU is predicted for each of the 57 y
(Figure 29b). While the tendency towards equivedefor the entire record is apparent,
rather wide differences in this metric of perforroaremerge for these two scenarios for
many of the years. Thus one of the scenarios eadlidtinctly more beneficial than the
other for the conditions of certain years. Thisalgsis depicts the importance of
addressing a long record of conditions to approgiyaepresent variability and evaluate
the relative benefits of various scenarios.
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3. EVALUATION OF BAFFLE ALTERNATIVE

An alternative for reduction of turbidity in the thdrawal from Schoharie
Reservoir leading to the Shandaken Tunnel is tk&lilation of an in-reservoir baffle
wall. This baffle wall would divert water movingoin south to north through the
reservoir, causing a greater time of travel forewahoving from Schoharie Creek and
Bear Kill to the intake structure. This additiortedvel time would allow for increased
mixing of turbid inflow with ambient reservoir wateand would allow for additional
settling and deposition to the reservoir bottorareby reducing turbidity at the intake.

In order to generally evaluate this alternative @aodanalyze particular baffle
designs, a three-dimensional hydrothermal and tmassport model of the reservoir was
used. The model used is based on first princif@esservation equations for momentum,
heat, and mass), has been applied to a wide vasfesyrface water bodies including
lakes and reservoirs, and has been specificallgdder Schoharie Reservoir (Owens and
Effler 2005). A three-dimensional model is reqdifer this analysis in order to simulate
the lateral variations in transport and water dyalonditions that would occur as a result
of installation of a baffle. This model has thea&hility to consider a thin, impermeable
barrier through a portion of the water body.

A preliminary (Phase 1) analysis of this alternativas been completed (Upstate
Freshwater Institute 2004; Gannett Fleming & Haaed Sawyer 2004). This earlier
analysis was based on the following:

1. The performance of a baffle during two historicotirevents was analyzed. The
reservoir was full during both of these events.

2. A conservative (non-settling) tracer was used tenimiparticles or turbidity
entering from the tributaries.

3. Three baffle lengths, covering a range from 180@2800 ft (550 to 3750 m)
were considered.

This Phase 2 analysis was designed to analyze éHermance of additional
baffle configurations, using a more accurate agordus approach. Specifically, six
historic runoff events, including events that ocedr during periods of reservoir
drawdown, were used. Also, settling particlesheatthan a conservative tracer, were
predicted by the model. Using relationships egghbt through monitoring studies, the
effect of the baffle on turbidity was predicted.

3.1. Model Description

The model used in this study is a well-established supported computer code,
the Environmental Fluid Dynamics Code (EFDC). EFD& been applied to a wide
variety of surface water bodies, including applmas to lakes and reservoirs (Yang et al.
2000; Jin et al. 2000; Ji et al. 2003). EFDC ha=ived support from EPA. Region 4
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EPA has recommended that EFDC be used as the hydnotc and transport framework
for water quality modeling associated with TMDL é&pment. The EPA Ecosystems
Research Division in Athens, GA is supporting EF&8Ca part of a collection of models
that it recommends for use. EFDC is a mechanmstdel that is based on fundamental
governing equations for water mass, momentum, &edtparticulate mass. The model
uses sophisticated, state of the art algorithms saramodels to describe turbulence
characteristics and turbulent diffusion coefficentsurface heat transfer, thermal
stratification effects, and reservoir inflow andftaw.

EFDC has been applied to and tested for the péaticaharacteristics of
Schoharie Reservoir (Owens and Effler 2006). Tloelehwas applied for the historical
conditions which occurred in the August-Novembeéernval of 2003. During this time, a
series of four runoff events occurred in the trivigs to the reservoir. These events are
representative of the conditions under which rumefults in elevated turbidity in the
reservoir. As is typically the case in temperalienates in late summer and fall,
Schoharie Creek was generally cooler and thus uhemee than the surface waters of the
reservoir. As a result, the creek enters the veseas a plunging inflow. Between the
submerged weir at the upstream end of the reseavmirSite 4, the cool inflow passes
through the plunge region, where the negative boioyaf the stream in a sense exceeds
its momentum, and the inflow sinks below the swfamd flows down the sloping
reservoir bottom, generally following the path dietdrowned channel of Schoharie
Creek. This density current continues until itotees the depth of the thermocline, where
it encounters cooler reservoir water. At a poitteve the inflow density is no longer
greater than the reservoir, the inflow lifts offtbe reservoir bottom and intrudes into the
thermally-stratified layers of the reservaoir.

During these events, the specific conductance BSchoharie Creek drops as a
result of dilution of ionically-enriched baseflowMonitoring of the reservoir water
column during and after such events shows thairtfh@w from the creek follows the
general pattern described above. Partially mixeshm inflow, identified by relatively
low SC, can be found over the entire length andtwaf the reservoir following these
events. The model testing described by Owens dfidr Endicates that the model is
capable of simulating (hindcasting) the three-disi@mal patterns of SC observed in the
reservoir. The baffle analysis described herewestigates the movement of water
entering from tributaries through the reservoirjahhs very similar to the conditions for
which the model was tested. Accordingly, the sesfié testing described by Owens and
Effler (2006) is the basis for its use in predigtthe effects of a baffle.

3.2.  Modeling Approach and Inputs

EFDC is a computationally complex model, so that times are quite long. In
addition, it was assumed that the baffle would drdye significant effect on withdrawal
turbidity during runoff events. As a result, theodeling analysis was based on
simulation of individual runoff events and the pefifollowing the event as reservoir
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turbidity returns to background or pre-storm leveBbservations indicate that this period
is in the range of 2 to 4 weeks, depending on Haeacteristics of the individual event.

Six historic runoff events were selected (Table Bhese events were selected to
include a representative range of the importantrenmental conditions which influence
the impact on the reservoir. These conditions megnitude of runoff, reservoir
drawdown during the event, and magnitude of therstratification (quantified by the
top-bottom temperature difference, Table 9). Tire events selected represent a
reasonable range of these conditions. Note thexttevl and 2 (Table 9) were the same
events that were used in the Phase 1 analysis.

Table 9. Summary of runoff events used to analyze baffiéopmance.

Drawdown Top-Bottom Duration of

Event Date of Peak Daily at Start, Temp. Diff., Simulation,
Number Year Peak FlowFlow, nt/sec  meters °C days
1 2003 26-Oct 196 0 5 14
2 2003  4-Sep 76 0 17 14
3 2002 16-Oct 112 16 7 14
4 2001 13-Apr 187 0 4 30
5 1999 16-Sep 345 9 17 14
6 1992  6-Jun 122 5 12 20

In the 3D model simulations presented here, theainethte variables used to
represent water quality were three classes ofgb@sti The following assumptions were
made in simulating the particles in the reservoir:

1. Although the model equations used to simulate amahtify water quality are
mass conservation equations, the values used tese concentration were in
fact values of the optical property of beam attéiomacoefficient (BAC), with
units of metef. The use of BAC as a state variable in an masseswation
model was discussed in the 2D modeling portiornhisf teport.

2. The total BAC of a sample or parcel of water wagd#id into three classes of
BAC. Each of these 3 classes was treated as e \sabble in the 3D model.
The single distinguishing characteristic of theethclasses is the settling velocity
assigned to each class (Table 10). With the BA€ach class computed by the
model, the total BAC was computed as the sum oirttieidual classes.

3. Based on available monitoring data from Schohaeservoir, turbidity (NTU)
was computed as 2.5 time the total BAC (méter

4. The patrticle classes were not inter-related, sbphegicles in one class could not
be transformed in any manner into another class.

5. A constant fraction of the total BAC of the tribotanflow was assigned to each
of the three components of BAC (Table 10).
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6. The only source of particles (BAC) to the waterucoh of the reservoir is from
tributary loading. Resuspension of particles (BAG)n the reservoir bottom was
not considered in any three-dimensional model samns.

The first five of these assumptions are entirelyststent with the application of the two-
dimensional model described in a previous sectibime last assumption is not consistent
in that resuspension was considered in the 2D model

Table 10. Particle (BAC) classes, settling velocity, and oassted external loading
percentages

Particle Settling  Tributary
(BAC) Velocity, Loading,

Class m/d %
1 0.01 20
2 2.5 45
3 5.0 35

Simulations were made using the observed histodeatlitions as model inputs. These
observed inputs included:

1. Flows for Schoharie Creek, Bear Kill, and Manorl k&g measured by the USGS.

2. Meteorological data: for events 1 through 3, oe-siita from the robotic buoy
deployed in the reservoir was used. For the ofveints, meteorological data
from the Albany NY weather station was used, axm®sd in the 2D model
section.

3. Stream temperatures: values measured by UFI wex fos events 1 through 3;

the empirical equation described in the 2D modetige was used for earlier

events.

Initial water surface elevation at start of thergyérom NYCDEP measurements.

Initial temperature and turbidity conditions weskeén from available UFI and

NYCDEP measurements. For Events 5 and 6 there werdurbidity data

available, so projections from the 2D model forséirig conditions were used.

6. For Events 1 through 3, the tributary BAC used Wwased on observations in
Schoharie Creek; for the remaining events, the eogbistream flow-BAC
relationship used in the 2D model application wsesdu

ok

All simulations were made assuming water was wataar from the existing intake. The

rate of withdrawal was set to a constant valueittfee 80 or 300 MGD (3.51 or 13.2

m%/sec). As the intake was not operated at eithethe$e constant withdrawal rates
during any of the six events, the reservoir operatind resulting time series of storage,
water surface elevation, and spill did not follote thistorical pattern during these
simulations. A water budget calculation, using dieserved initial storage and water
surface elevation, observed stream inflows, therasd constant withdrawal rate, and a
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spillway rating curve, was used to determine thaatian of storage, water surface
elevation, and spillway flow rate over each simolat

3.3. Model Grid and Alternative Baffle Configurations

The 3D model used a grid of 50-meter (164-ft) sgsiao represent the water
surface of Schoharie Reservoir (Figure 30). Altofd812 squares were used when the
reservoir was at full storage. The model allowssiguares located on the shoreline under
full reservoir to be “trimmed” to a triangular skeapo better represent the irregular
shoreline shape. During simulations, the modeivad| for “wetting” and “drying” of
individual squares in the grid to reflect the chaggvater surface elevation.

The boundary between any two adjacent square$@sm line oriented in either
the north-south or east-west direction. A particliaffle configuration or alignment is
made up of a series of such lines connected ewrtdo- For all such lines between
adjacent squares that are designated in model itopbe part of a baffle, the model
assumes that the movement of water and particlesngpletely blocked over the entire
50-meter length and over the entire depth of thiema@lumn.

The maximum baffle length considered here is ald&@i0 feet (460 m). Six
baffle configurations which meet this length requment were analyzed. These
configurations were designated numbers 11 throuy{Thble 11; Figure 31). The
baffle configurations were made up of either 50emglths along the sides of two adjacent
squares, or a 70-meter length across the diagdnah endividual square. A selected
1000-foot baffle configuration is illustrated ingre 32, that corresponds to Baffle No.
12 of Table 11.
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Figure 30.Grid of 50-meter squares used to represent therwatiace of Schoharie
Reservoir at full storage.
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4690000

Configuration 11 Configuration 12
| 150 meter 290 meter
1 (492 ft) (950 ft)
4689500 - .
Intake Intake
4689000 — / .
545500 546000 546500 545500 546000 546500
4690000
Configuration 13 Configuration 14
430 meter 300 meter
(1410 ft) (980 ft)
4689500 .
Intake Intake
o | / I
545500 546000 546500 545500 546000 546500
4690000
Configuration 15 Configuration 16
450 meter 440 meter
(1480 ft) (1440 ft)
4689500 -
Intake
4689000 : : / : : ‘
545500 546000 546500 545500 546000 546500

UTM Easting, meters

UTM Easting, meters

Figure 31. The six baffle configurations, numbered 11 thitod§.

Draft Report: September 11, 2006

57



Table 11. Geometric properties of the six baffle configuras.

Straight (S), Average

Baffle Diagonal (D) Length, Surface Area, Depth,

Number Elements ft (m) ft? (m?) ft (m)
11 3S 490 (150) 25100 (2340)51 (15.6)
12 3S,2D 950 (290) 52600 (4890)55 (16.9)
13 3S,4D 1410 (430) 80200 (7450)57 (17.3)
14 6S 980 (300) 52300 (4860)53 (16.2)
15 9S 1480 (450) 79000 (7340)53 (16.3)
16 6S,2D 1440 (440) 77400 (7194)53 (16.3)

3.4. Simulations and Results

Model runs were made for all combinations of mogluts. These include 6
runoff events, 7 baffle configurations (1 beingbadfle), and 2 withdrawal flow rates, for
a total of 84 model runs. These runs were arlijgrassigned a “run number” in the
range of 400 to 483. The duration of the simutatfor each event (Table 9) was
sufficiently long so that streamflow and the preelicturbidity at the intake structure
returned to background or pre-storm levels.

The results of these simulations are shown in eg83 through 44. Each of
these figures displays the Schoharie Creek streamfieservoir water surface elevation,
turbidity of Schoharie Creek inflow, and predictedbidity of the withdrawal (computed
as a 24-hour moving average). In addition, sumrstaiistics of the baffle performance
are displayed in Tables 12 through 17. Table Hei§ipally gives statistics for Baffle 12,
the 1000-foot baffle. Some of these statisticehsas peak turbidity are self-explanatory.
“Contaminated water volume” refers to the volume wvedter withdrawn from the
reservoir whose turbidity exceeds 15 NTU. “Paetiolass” refers to the total “mass” of
particles in the withdrawn water whose turbidityce&ds 15 NTU; because particle mass
was simulated as BAC (M) and then converted to turbidity (NTU), the urofsparticle
mass are the product of volume (million gallonsyl aarbidity, or MG-NTU. This
statistic is intended to represent the total qiyantif particles in “contaminated”
(turbidity>15 NTU) water withdrawn from the resenvduring an event. Other summary
statistics are the duration of exceedence (timeéogewhere the withdrawal turbidity
exceeds 15 NTU), time to peak (interval from thertsof the storm to the peak turbidity
in the withdrawal), and time to turbidity (Tn) gdahterval from the start of the storm to
when the withdrawal turbidity first exceeds 15 NTU)
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Figure 32. Baffle configuration received from Hazen & Sawyedune 2006.
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Figure 33.Predictions for Event 1, 26 October — 7 Novemb&3@vithdrawal rate 300
MGD: Schoharie Creek streamflow, Schoharie Resergmwdown below
spillway crest, Schoharie Creek turbidity, and wrdwal turbidity for various
baffle configurations.
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configurations.
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Figure 36. Predictions for Event 2, 2-15 September 2003, dvétval rate 80 MGD:
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configurations.
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Figure 37. Predictions for Event 3, 11-23 October 2002, widlwehl rate 300 MGD:
Schoharie Creek streamflow, Schoharie Reservoivdivavn below spillway
crest, Schoharie Creek turbidity, and withdrawabitity for various baffle
configurations.
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Figure 38. Predictions for Event 3, 11-23 October 2002, witiehl rate 80 MGD:
Schoharie Creek streamflow, Schoharie Reservoivdivavn below spillway
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configurations.
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Figure 39. Predictions for Event 4, 4 April — 3 May 2001, kdtawal rate 300 MGD:

Schoharie Creek streamflow, Schoharie Reservoivdivavn below spillway

crest, Schoharie Creek turbidity, and withdrawabitity for various baffle
configurations.
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Figure 41. Predictions for Event 5, 14-26 September 199%dvawal rate 300 MGD:
Schoharie Creek streamflow, Schoharie Reservoivdivavn below spillway
crest, Schoharie Creek turbidity, and withdrawabitity for various baffle
configurations.
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Figure 42.Predictions for Event 5, 14-26 September 1999, dvatval rate 80 MGD:
Schoharie Creek streamflow, Schoharie Reservoivdivavn below spillway
crest, Schoharie Creek turbidity, and withdrawabitity for various baffle
configurations.
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Figure 43. Predictions for Event 6, 30 May— 19 June 1992haviawal rate 300 MGD:
Schoharie Creek streamflow, Schoharie Reservoivdivavn below spillway
crest, Schoharie Creek turbidity, and withdrawabitity for various baffle
configurations.
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Table 12. Summary statistics for Event 1.

Maximum Reduction Average Reduction Contamin. Reduction Particle Reduction

Run Withdraw Turbidity Max Turb Turbidity Avg Turb Water Vol. Cont. Wat Vol Mass Part. Mass
Number Baffle MGD NTU % NTU % MG % MG-NTU %
400 No 300 117 - 49 - 3049 - 192886 -
401 11 300 98 17 43 11 3083 -1 170067 12
402 12 300 99 16 43 13 3029 1 166444 14
403 13 300 95 19 41 17 2953 3 155834 19
448 14 300 78 33 34 30 2886 5 128990 33
449 15 300 63 46 28 44 2609 14 98332 49
450 16 300 72 39 31 37 2739 10 113756 41
404 No 80 117 - 51 - 853 - 53315 -
405 11 80 88 25 41 18 850 0 43115 19
406 12 80 76 35 36 29 842 1 37040 31
407 13 80 63 46 31 39 782 8 30590 43
451 14 80 66 44 30 41 726 15 29042 46
452 15 80 49 58 23 54 636 25 20469 62
453 16 80 53 55 24 52 680 20 22424 58
Period of Reductionin Timeto Increase Timeto Increase
Run Withdraw Violation Period of Viol. Peak Time to PeaRn Limit Time to Tn Lim
NumberBaffle MGD days days Hours % Hours %

400 No 300 10.2 - 41.2 - 14.3 -

401 11 300 10.3 -0.1 91.6 122 19.9 39

402 12 300 10.1 0.1 96.9 135 24.9 75

403 13 300 9.8 0.3 99.9 142 30.5 114

448 14 300 9.6 0.5 105.2 155 34.8 144

449 15 300 8.7 15 113.2 175 56.7 297

450 16 300 9.1 1.0 112.7 173 52.1 266

404 No 80 10.7 - 41.7 - 14.5 -

405 11 80 10.6 0.0 96.4 131 22.8 57

406 12 80 10.5 0.1 102.3 145 345 138

407 13 80 9.8 0.9 120.1 188 57.5 296

451 14 80 9.1 1.6 115.3 176 54.5 275

452 15 80 8.0 2.7 118.5 184 74.5 413

453 16 80 8.5 2.2 120.9 190 79.3 446
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Table 13. Summary statistics for Event 2.

MaximumReduction Average Reduction Contamin. Reduction  Particle Reduction

Run Withdraw Turbidity Max Turb Turbidity Avg Turb Water Vol. Cont Wat Vol Mass Part. Mass
NumberBaffle MGD NTU % NTU % MG % MG-NTU %

408 No 300 46.3 - 15.6 - 1,543 - 46236 -
409 11 300 37.9 18 14.4 8 1,473 5 40886 12
410 12 300 37.9 18 13.8 12 1,406 9 38420 17
411 13 300 36.4 21 13.1 16 1,340 13 35107 24
454 14 300 29.7 36 12.2 22 1,360 12 31637 32
455 15 300 24.0 48 10.7 32 1,223 21 24428 47
456 16 300 27.1 42 11.5 27 1,270 18 28035 39
412 No 80 35.8 - 16.3 - 483 - 13247 -
413 11 80 28.9 19 13.2 19 429 11 9685 27
414 12 80 23.8 33 11.7 28 387 20 7856 41
415 13 80 20.1 44 10.0 38 319 34 5769 56
457 14 80 18.2 49 9.4 42 250 48 4241 68
458 15 80 12.0 67 6.9 57 0 100 0 100
459 16 80 12.9 64 7.3 55 0 100 0 100

Period of Reductionin Timeto Increase Timeto Increase

Run Withdraw Violation Period of Viol. Peak Time to Pedkn Limit Time to Tn Lim
Number Baffle MGD days days Hours % Hours %
408 No 300 5.1 - 103.4 - 75.9 -
409 11 300 4.9 0.2 123.7 20 85.3 12
410 12 300 4.7 0.5 123.9 20 89.8 18
411 13 300 4.5 0.7 132.7 28 97.3 28
454 14 300 4.5 0.6 141.0 36 105.5 39
455 15 300 4.1 1.1 163.1 58 124.2 64
456 16 300 4.2 0.9 141.5 37 111.7 47
412 No 80 6.0 - 129.3 - 81.0 -
413 11 80 5.4 0.7 146.6 13 105.0 30
414 12 80 4.8 1.2 157.3 22 119.9 48
415 13 80 4.0 2.1 186.3 44 139.9 73
457 14 80 3.1 2.9 169.0 31 140.7 74
458 15 80 0.0 6.0 196.2 52 - -
459 16 80 0.0 6.0 203.7 58 - -
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Table 14. Summary statistics for Event 3.

Maximum Reduction Average Reduction Contamin.  Reduction Particle Reduction

Run Withdraw Turbidity Max Turb Turbidity Avg Turb Water Vol. Cont. Wat Vol Mass Part. Mass
Number Baffle MGD NTU % NTU % MG % MG-NTU %

440 No 300 107.9 - 28.3 - 1653 - 69560 -
441 11 300 111.9 -4 31.0 -10 1596 3 75408 -8
442 12 300 95.3 12 29.8 -5 1636 1 71584 -3
443 13 300 69.2 36 26.7 6 1920 -16 64503 7
478 14 300 76.5 29 27.1 4 1886 -14 65455 6
479 15 300 78.9 27 30.2 -7 2013 -22 74410 -7
480 16 300 81.3 25 29.2 -3 2010 -22 72295 -4
444 No 80 113.1 - 30.1 - 472 - 19524 -
445 11 80 94.9 16 324 -7 515 -9 21544 -10
446 12 80 51.0 55 25.6 15 519 -10 16472 16
447 13 80 40.9 64 22.0 27 568 -20 13945 29
481 14 80 45.3 60 241 20 563 -19 15514 21
482 15 80 34.2 70 20.6 31 490 -4 12121 38
483 16 80 31.0 73 20.2 33 523 -11 12242 37

Period of Reductionin Timeto Increase Timeto Increase

Run Withdraw Violation Period of Viol. Peak Time to Peakn Limit Time to Tn Lim
Number Baffle MGD days days hours % hours %
440 No 300 5.5 - 26.9 - 3.5 -
441 11 300 5.3 0.2 30.4 13 4.8 38
442 12 300 5.5 0.1 34.9 30 8.8 153
443 13 300 6.4 -09 39.2 46 12.0 246
478 14 300 6.3 -0.8 40.5 50 13.9 299
479 15 300 6.7 -1.2 50.4 87 17.1 391
480 16 300 6.7 -1.2 43.5 61 14.7 322
444 No 80 5.9 - 27.2 - 4.0 -
445 11 80 6.4 -05 34.7 27 8.3 106
446 12 80 6.5 -0.6 39.7 46 14.7 266
447 13 80 7.1 -1.2 63.7 134 0.0 -100
481 14 80 70 -1.1 549 102 19.7 393
482 15 80 6.1 -0.2 84.0 209 0.0 -100
483 16 80 6.5 -0.6 725 167 0.0 -100
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Table 15. Summary statistics for Event 4.

Maximum Reduction Average Reduction Contamin. Reduction Particle Reduction

Run Withdraw Turbidity Max Turb Turbidity Avg Turb Water Vol. Cont. Wat Vol Mass Part. Mass
Number Baffle  MGD NTU % NTU % MG % MG-NTU %
416 No 300 265 61 - 4855 - 429048 -
417 11 300 236 11 56 7 4679 4 393316 8
418 12 300 230 13 55 10 4316 11 375700 12
419 13 300 222 16 53 13 3996 18 359807 16
460 14 300 195 26 50 18 3816 21 334482 22
461 15 300 153 42 44 28 3839 21 290106 32
462 16 300 177 33 46 24 3772 22 306813 28
420 No 80 265 - 60 - 1297 - 113942 -
421 11 80 222 16 55 10 1128 13 99938 12
422 12 80 170 36 46 23 1027 21 82586 28
423 13 80 144 46 41 32 1035 20 72658 36
463 14 80 162 39 45 25 1083 17 80941 29
464 15 80 111 58 36 41 1055 19 61663 46
465 16 80 101 62 33 45 1034 20 56755 50
Period of Reductionin Timeto Increase Timeto Increase
Run Withdraw Violation Period of Viol. Peak Time to Pealn Limit Time to Tn Lim
NumberBaffle MGD days days hours % hours %

416 No 300 16.2 - 135.5 - 17.3 -

417 11 300 15.6 0.6 142.4 5 24.3 40

418 12 300 14.4 1.8 147.2 9 31.5 82

419 13 300 13.3 2.9 153.1 13 37.1 114

460 14 300 12.7 3.5 155.7 15 38.4 122

461 15 300 12.8 3.4 161.3 19 54.9 217

462 16 300 12.6 3.6 164.0 21 49.1 183

420 No 80 16.2 - 135.5 - 17.9 -

421 11 80 14.1 2.1 145.6 7 29.6 66

422 12 80 12.8 3.4 155.5 15 445 149

423 13 80 12.9 3.3 188.5 39 56.3 215

463 14 80 13.5 2.7 161.1 19 48.3 170

464 15 80 13.2 3.0 198.1 46 72.3 304

465 16 80 12.9 3.3 202.4 49 74.1 315
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Table 16. Summary statistics for Event 5.

MaximumReduction Average ReductionContamin. Reduction Particle Reduction

Run Withdraw Turbidity Max Turb Turbidity Avg Turb Water Vol. Cont. Wat Vol Mass  Part. Mass
NumberBaffle MGD NTU % NTU % MG % MG-NTU %
432 No 300 819 - 193 - 3746 - 804939 -
433 11 300 708 14 212 -10 3799 -1 886547 -10
434 12 300 409 50 165 14 3716 1 690704 14
435 13 300 364 56 159 18 3686 2 663363 18
472 14 300 593 28 205 -7 3686 2 858548 -7
473 15 300 388 53 147 24 3582 4 611536 24
474 16 300 503 39 178 8 3629 3 741967 8
436 No 80 816 - 189 - 837 - 208914 -
437 11 80 662 19 210 -11 1007 -20 234236 -12
438 12 80 336 59 150 21 984 -18 167024 20
439 13 80 278 66 128 32 964 -15 142574 32
475 14 80 469 43 196 -4 978 -17 218850 -5
476 15 80 257 69 114 39 939 -12 126905 39
477 16 80 272 67 122 35 941 -12 135386 35
Period of Reductionin Time to Increase Time to Increase
Run Withdraw Violation Period of Viol. Peak Time to Pealkn Limit Time to Tn Lim
Number Baffle MGD days days Hours % Hours %

432 No 300 12.5 - 81.1 - 27.7 -

433 11 300 12.7 -0.2 92.0 13 32.3 16

434 12 300 12.4 0.1 94.7 17 38.9 40

435 13 300 12.3 0.2 114.1 41 41.3 49

472 14 300 12.3 0.2 98.7 22 41.3 49

473 15 300 11.9 0.5 115.5 42 49.6 79

474 16 300 12.1 0.4 123.2 52 45.9 65

436 No 80 10.5 - 80.8 - 28.3 -

437 11 80 12.6 2.1 93.1 15 34.1 21

438 12 80 12.3 -1.8 131.7 63 41.1 45

439 13 80 12.1 -1.6 156.5 94 46.9 66

475 14 80 12.2 -1.8 114.7 42 42.7 51

476 15 80 11.7 -1.3 116.3 44 54.4 92

477 16 80 11.8 -1.3 164.8 104 53.9 91
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Table 17. Summary statistics for Event 6.

Maximum Reduction Average Reduction Contaminated Reduction Particle Reduction

Run Withdraw Turbidity Max Turb Turbidity Avg Turb Water VolumeCont. Wat Vol Mass  Part. Mass
Number Baffle MGD NTU % NTU % MG % MG-NTU %
424 No 300 56 - 19 - 3066 - 87078 -
425 11 300 37 35 16 15 2556 17 65596 25
426 12 300 30 46 14 28 2236 27 48598 44
427 13 300 29 49 13 35 1713 44 37712 57
466 14 300 34 39 14 27 1906 38 47413 46
467 15 300 29 48 12 36 1723 44 39997 54
468 16 300 29 49 13 32 1856 39 43118 50
428 No 80 55 - 19 - 938 - 23835 -
429 11 80 36 34 16 16 625 33 16053 33
430 12 80 27 50 12 37 482 49 9810 59
431 13 80 25 54 10 48 315 66 6606 72
469 14 80 25 55 12 39 491 48 9856 59
470 15 80 23 58 9 54 275 71 5390 77
471 16 80 23 58 10 49 323 65 6404 73
Perial of Reductionin Timeto Increase  Time to Increase
Run Withdraw Violation Period of Viol. Peak Time to Peakn Limit Time to Tn Lim
NumberBaffle MGD days days Hours % Hours %

424 No 300 9.2 - 242.4 - 65.9 -

425 11 300 7.8 1.4 270.9 12 96.3 46

426 12 300 5.7 3.5 326.7 35 235.2 257

427 13 300 4.9 4.3 330.7 36 250.7 281

466 14 300 5.2 4.0 273.1 13 246.7 274

467 15 300 5.2 4.0 313.9 29 256.8 290

468 16 300 5.4 3.8 303.7 25 252.0 283

428 No 80 11.0 - 242.4 - 68.5 -

429 11 80 7.4 3.6 258.1 6 218.1 218

430 12 80 5.4 5.6 332.5 37 253.9 270

431 13 80 3.3 7.6 334.4 38 298.1 335

469 14 80 5.6 5.4 337.6 39 260.0 279

470 15 80 2.8 8.1 336.0 39 309.3 351

471 16 80 3.5 7.5 339.5 40 301.1 339
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Table 18. Summary statistics for Baffle 12, equivalenttie 1000-foot baffle proposed
by Hazen & Sawyer in June 2006.

MaximumReduction Average Reduction Contamin. Reduction Particle Reduction

Run Withdraw Turbidity Max Turb Turbidity Avg Turb Water Vol.Cont. Wat Vol Mass  Part. Mass
Number Baffle MGD NTU % NTU % MG % MG-NTU %
Event 1

400 No 300 117 - 49 - 3049 - 192886 -

402 12 300 99 16 43 13 3029 1 166444 14

404 No 80 117 - 51 - 853 - 53315 -

406 12 80 76 35 36 29 842 1 37040 31

Event 2

408 No 300 46 - 16 - 1543 - 46236 -

410 12 300 38 18 14 12 1406 9 38420 17

412 No 80 36 - 16 - 483 - 13247 -

414 12 80 24 33 12 28 387 20 7856 41

Event 3

440 No 300 108 - 28 - 1653 - 69560 -

442 12 300 95 12 30 -5 1636 1 71584 -3

444 No 80 113 - 30 - 472 - 19524 -

446 12 80 51 55 26 15 519 -10 16472 16

Event 4

416 No 300 265 61 4855 429048

418 12 300 230 13 55 10 4316 11 375700 12

420 No 80 265 - 60 - 1297 - 113942 -

422 12 80 170 36 46 23 1027 21 82586 28

Event 5

432 No 300 819 - 193 - 3746 - 804939 -

434 12 300 409 50 165 14 3716 1 690704 14

436 No 80 816 - 189 - 837 - 208914 -

438 12 80 336 59 150 21 984 -18 167024 20

Event 6

424 No 300 56 - 19 - 3066 - 87078 -

426 12 300 30 46 14 28 2236 27 48598 44

428 No 80 55 - 19 - 938 - 23835 -

430 12 80 27 50 12 37 482 49 9810 59
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Table 18(continued). Summary statistics for Baffle 12uieglent to the 1000-foot

baffle proposed by Hazen & Sawyer in June 2006.

Period of Reductionin Timeto Increase Timeto Increase
Run Withdraw Violation Period of Viol. Peak Time to Peakn Limit Time to Tn Lim
Number Baffle MGD days days Hours % Hours %
Event 1
400 No 300 10.2 - 41.2 - 14.3 -
402 12 300 10.1 0.1 96.9 135 24.9 75
404 No 80 10.7 - 41.7 - 145 -
406 12 80 10.5 0.1 102.3 145 34.5 138
Event 2
408 No 300 5.1 - 103.4 - 75.9 -
410 12 300 4.7 0.5 123.9 20 89.8 18
412 No 80 6.0 - 129.3 - 81.0 -
414 12 80 4.8 1.2 157.3 22 119.9 48
Event 3
440 No 300 5.5 - 26.9 - 3.5 -
442 12 300 5.5 0.1 34.9 30 8.8 153
444 No 80 5.9 - 27.2 - 4.0 -
446 12 80 6.5 -0.6 39.7 46 14.7 266
Event 4
416 No 300 16.2 - 135.5 - 17.3 -
418 12 300 14.4 1.8 147.2 9 31.5 82
420 No 80 16.2 - 135.5 - 17.9 -
422 12 80 12.8 3.4 155.5 15 445 149
Event 5
432 No 300 12.5 - 81.1 - 27.7 -
434 12 300 12.4 0.1 94.7 17 38.9 40
436 No 80 105 - 80.8 - 28.3 -
438 12 80 12.3 -1.8 131.7 63 41.1 45
Event 6
424 No 300 10.2 - 242.4 - 64.5 -
426 12 300 7.5 2.8 326.7 35 100.0 55
428 No 80 11.7 - 242.4 - 67.2 -
430 12 80 6.0 5.7 332.5 37 249.9 272
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It was found in earlier simulations (not presenkede) that baffle performance
increases as the baffle length increases up togahef about 1000 meters (3280 feet), at
which point baffle performance begins to level off-or the shorter baffle lengths
considered here, significant performance, in teohseduction of peak turbidity and
increased time to peak and time to turbidity linstachieved. A difference that is seen
with the shorter baffle lengths is that withdrawate has a greater impact on baffle
performance, with performance reduced at the higd@® MGD) rate versus the lower
rate (80 MGD).

Generally the performance of the baffle appeatsetonost strongly correlated to
the baffle length for the 6 configurations consatkhere. It appears that Baffle 15 gives
the best overall performance of these six for #agous conditions considered. However,
the shorter Baffle 12 provides significant improwarin turbidity conditions (Table 18).

3.5. Long-term simulation of baffle performance

Practical considerations regarding the applicatibthe 3D model required that a
relatively small number of runoff/drawdown condit® be considered; the 6 historical
events used are described above. In order to a@loantinuous, long-term simulation of
the performance of a baffle (as was done in théysiseof a multi-level intake using the
2D model), a simple semi-empirical model was dgwetb The goal of this “long-term
baffle model” is to estimate the effect of a baffle withdrawal water quality using a
simple framework that is less accurate than then8idel, but is computationally much
simpler.

The “long-term baffle model” assumes that a baffteates a volume of water
downstream of, or “behind”, the baffle that may @av different (lower) turbidity than
the water in the “main body” of the reservoir awlaym the baffle. If this volume is
treated as completely mixed (a CSTR or continueastyed tank reactor), then a
(particle) mass balance equation for this volume is

d
Vd—CtW: (CR_CW)+QE(CR_CW)_AVSCW ©)
where V= the volume of water “behind” the baffl€y = concentration (turbidity) of
water in this volumet = time, Qw =withdrawal flow rate Cg =concentration (turbidity)
of water in the “main body” of the reservoir outsithe influence of the baffl€@: = an
exchange flow between the volurive and the “main body”A = surface area of the
volume behind the bafflejs= settling velocity of the particles. This modekames that
water leaves the volume at a flow r&lg and that water enters the volume from the main
body at this same rate. The exchange fi@represents mixing between the volume and
the main body associated with wind and water flbut, not associated with the drinking
water withdrawalQw . This mass balance equation applies strictly toass constituent,
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but is assumed to apply to the optical propertfed8AC or turbidity, as in the 2D and 3D
particle/turbidity models.

The assumptions stated above were made in orddortoulate this model
equation. However, it is not necessary that treesseimptions hold. For example, it is
not the case that, for this model to be applie¢sssfully, the concentration (turbidity) of
water behind the baffle be uniform or completel)ked. These assumptions have been
made simply as a basis for formulation of the modéie model is called semi-empirical
because it has a mechanistic (mass balance) tmgisequires calibration in that the
parametersV, A, and Qg cannot be independently determined. The accuraa) a
appropriateness of the model is judged only bwltiity to approximate the predictions
of the 3D model, as described below.

This model was implemented as follows. The surfacsa A of the volume
behind to baffle and exchange fla@¢ are parameters of the model that are assumed to
be constant for any particular baffle configurationThe concentratiorCr is the
withdrawal concentration without a baffle, whiig, is the concentration with a particular
baffle. The settling velocitys is the average settling velocity for the 3 pdetiasses in
the 3D and 2D models, and equal to 2.9 meters/daighwis the weighted average
settling velocity for the 3 classes (weighted bg fraction of tributary loading; Table
10). The volume/ = A (17D), whereD is the drawdown in meters. ¥ exceeds 15
meters, it is assumed that the baffle has no effedhatCy = Cr. The mass balance
equation above is integrated numerically using @rank-Nicolson procedure, which
works well for a time step as large as one hour.

The model was calibrated and tested using 3D mueelictions with and without
a baffle. Two of the six baffle configurations,mibers 12 and 13, were considered. The
time series of predicted turbidity without a baffteCr , while the constant withdrawal
rate used in the 3D model simulation€g . The model equation above is integrated
over time to produce a time seriesy, which is the predicted withdrawal turbidity with
the baffle in place. The time series Gfy predicted by this simple model is then
compared to the time series @f, predicted by the 3D model. The valuesfodnd Qg
were adjusted to optimize the agreement betweesettveo predictions. This evaluation
was done for the 12 time series of 3D model preaafist of Cy, for Baffle 12, the six
events each & equal to 80 and 300 MGD. The results shown irufdg 45 through
50 were obtained using = 50000 M and Qg =1.0 m/sec. Similarly, the results for
Baffle 13, obtained using = 85000 m and Qg =1.0 ni/sec are shown in Figures 51
through 56. While the model fits well for sometloése conditions, the agreement is only
fair for others. This variable performance is &dxpected given the simple nature of the
model.

Projections or forecasts were made with this sinmptalel as follows. The 2D
model was used to predict the time series of tifspat the existing intakeQg) for the
period 1948 through 2004 for the actual (histojicaservoir operation using the existing
intake. The resulting time series of reservoiravaurface elevatiorGr , andQw were
used to predicCy using this simple “long-term baffle model”. Thesedictions were
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performed individually for Baffles 12 and 13. Theedicted time series @g from the
2D model, and the two time series@f, were synthesized to yield Figure 57, in the form
of a cumulative frequency distribution, and in Fg%8 in the form of histograms. These
results consider only those times when the inta&e w operation(@y, >0).
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Figure 45.Comparison of simple model prediction with 3D mopleddiction for Event 1,
Baffle 12: (a) 80 MGD, (b) 300 MGD.
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Figure 46. Comparison of simple model prediction with 3D migaediction for Event
2, Baffle 12: (a) 300 MGD, (b) 80 MGD.
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Figure 47.Comparison of simple model prediction with 3D migaediction for Event
3, Baffle 12: (a) 300 MGD, (b) 80 MGD.
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Figure 48. Comparison of simple model prediction with 3D migaediction for Event
4, Baffle 12: (a) 300 MGD, (b) 80 MGD.
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Figure 49. Comparison of simple model prediction with 3D migaediction for Event
5, Baffle 12: (a) 300 MGD, (b) 80 MGD.
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Figure 50. Comparison of simple model prediction with 3D migaediction for Event
6, Baffle 12: (a) 300 MGD, (b) 80 MGD.
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Figure 51. Comparison of simple model prediction with 3D migakediction for Event
1, Baffle 13: (a) 300 MGD, (b) 80 MGD.
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Figure 52. Comparison of simple model prediction with 3D migaediction for Event
2, Baffle 13: (a) 300 MGD, (b) 80 MGD.
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Figure 53. Comparison of simple model prediction with 3D migaediction for Event
3, Baffle 13: (a) 300 MGD, (b) 80 MGD.
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Figure 54.Comparison of simple model prediction with 3D migaediction for Event
4, Baffle 13: (a) 300 MGD, (b) 80 MGD.
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Figure 55. Comparison of simple model prediction with 3D migaediction for Event
5, Baffle 13: (a) 300 MGD, (b) 80 MGD.
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Figure 57. Cumulative frequency distribution for predictiookturbidity at the existing
intake structure, Schoharie Reservoir, for the queril948-2004, and
considering only periods when the intake was inraj@n. The “no baffle”
prediction is directly from the 2D model, while tpeedictions for baffle 12
and baffle 13 are from the simple baffle model.
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Figure 58. Histograms giving the occurrence of various lewdlturbidity at the existing
intake structure, Schoharie Reservoir, for the queril948-2004, and
considering only periods when the intake was inraj@n. The “no baffle”
prediction is directly from the 2D model, while tpeedictions for baffle 12
and baffle 13 are from the simple baffle model.
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4. ESOPUS CREEK TEMPERATURE:
OBSERVATIONS, MODEL DEVELOPMENT AND
APPLICATION

4.1. Background

Esopus Creek (watershed area 4979)kia the primary tributary to Ashokan
Reservoir located in the Catskill Mountains. Thiesent study is focused on the reach
from Allaben to the mouth of the creek where iteegitinto the west basin of Ashokan
Reservoir. The average slope of the study reachDi§%. Stream flow in Esopus Creek
is regulated by discharge from Shandaken Tunneliogr the water from Schoharie
Reservoir. The minimum flow required by NYS DEC time creek is 160 MGD —
important to the maintenance of trout fishery. Phiepose of this study was to develop a
temperature model for the creek so that the impéatarious management actions at
Schoharie Reservoir can be evaluated.

Diversion from
Schoharie

;¥ (Shandaken Tunnel)

Birch

Creek Bushnellsville)

Creek 5 Stony Clove Creek
Broadstreet
Hollow

Woodland
Creek

Little Beaver Kill

East
Ashokan
~

Ashokan Watershead

O UFI Thermistor Sites 2004

Figure 59. Esopus Creek: watershed above AshokaerRar, and location of
deployment of thermistors in 2004 (n = 22).
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4.2. Monitoring

To support the development and testing of a tentyieranodel for Esopus Creek,
UFI conducted an intensive monitoring program dyirt004. The creek monitoring
program included deployment of thermistors at Zatmns (Figure 59) in the watershed
and a bathymetric survey of the study reach. bhtech, one thermistor was deployed in
the sediments at Coldbrook and another one inithat &oiceville monitoring hut (site
E16i). Flow data for the creek and its tributarisd Shandaken Tunnel discharge were
obtained from USGS. Meteorological data were madglable from robotic monitoring
at Schoharie Reservoir (UFI, NYC DEP). Two othikeraate meteorological data sets
were also obtained from Lexington/Prattsville AipgNOAA) and Stony Clove site
(NYC DEP).

4.3. Observations

Flow from Shandaken Tunnel is compared with thereps flow at Allaben for
May-September 2004 in Figure 60. The impact offflaken Tunnel discharge on
Esopus Creek temperature is dependent on the apstlew and temperature, and the
discharge flow and temperature. This is illustldtethe longitudinal profiles of
temperature for selected days as shown in Figuan@162 and in the scatter plots in
Figure 63. Also shown is the diurnal temperatureseries of temperature at the
upstream site (AP; above portal) and at Coldbraokte cases of Shandaken Tunnel
being on and off in Figure 64. These observatindiate that the tunnel discharge had
“cooling effect” on the Esopus Creek during sumwfe2004.

100 A [}

a ——— Allaben (upstream of Shandaken Tunnel) A

n
o

E - N

= S~ 4

o

(TR —— Shandaken Tunnel

v v v \ 4
T T T T T T T T T
5/24 6/7 6/21 715 7119 8/2 8/16 8/30 9/13 9127
2004

Figure 60. Timeseries of flow at Allaben and fromB8daken Tunnel for May-
September 2004¥ indicates dates for which longitudinal profiles of
temperature are presented in subsequent figures)
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Figure 61. Longitudinal profiles of daily averagenperatures (with range bars) from

Allaben to the mouth of Esopus Creek for (a) 6/004, (b) 6/24/2004,
and (c) 7/17/2004. Shandaken Tunnel was operatialj the three cases.

25
8/16/2004
20 A
© 1555 5+ 5+ +—F °F
= ¢
10 A
5 T T T T
0 5 10 15 20
Distance from Allaben (km)
Figure 62. Longitudinal profile of daily averagengeratures (with range bars) from

Allaben to the mouth of Esopus Creek for 8/16/208%handaken Tunnel
was not operating for this case.
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Draft Report: September 11, 2006 100



N}
I

(@) Tunnel = ON ———upstream of Shandaken Tunnel (AP)
—— Coldbrook

N
N
'

= I~ N
o © o
L L L

Temperature (C)

i
S
s

12 A

10 T T T T T T
6/21 6/22 6/23 6/24 6/25 6/26 6/27 6/28

2004

24

(b) Tunnel = OFF ———upstream of Shandaken Tunnel (AP)
—— Coldbrook

22 4

Temperature (C)
[ N
© o

i
o
s

14 ~

12 T T T T T T
8/15 8/16 8/17 8/18 8/19 8/20 8/21 8/22

2004

Figure 64. Comparison of diurnal temperatures epstrof the Shandaken Tunnel
with the temperatures downstream of the tunneladdi@®ook for (a) 6/21
through 6/27 when the tunnel was operating, an@/1f trhough 8/21
when the tunnel was not operating.

4.4, Model Development and Testing

We used CE-QUAL-W2, a two-dimensional hydrothernaald water quality
model, to simulate temperature in Esopus Creek. al§¥e developed a sediment heat
budget submodel for the creek and included in CEAQW?2. The model performed
well in simulating diurnal variations in temperasras shown in Figure 65 (RMSE =
1.1°C) and daily average variations as shown infeé@®6 (RMSE = 0.9 °C) at Coldbrook
site. Performance at other sites was similar.
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4.5.  Model Application

The model was used to evaluate the impact of athgtoal multi-level intake
facility at Schoharie Reservoir that would divedter into Shandaken Tunnel. A linked
water quantity-quality tool (OASIS-W2) was useddgenerate timeseries of Schoharie
Reservoir withdrawal flow and temperature for (gsbline conditions (i.e., without a
multi-level intake; compliant to 6NYCRR Part 670eservoir Release Regulations), (ii)
modified operations (compliant to SPDES Dischargeari® requirements in addition to
baseline conditions), and (iii) for the case of-ev&l intake at site 3 (also compliant to
6NYCRR Part 670 and SPDES regulations). The Esdegk model was run with
these inputs for the Shandaken Tunnel discharglee predicted diurnal timeseries of
temperature at Coldbrook site for the baseline itmm$ is compared with the
predictions for the case of multi-level intake iiglre 66 and for the case of modified
operations in Figure 67. Both, the multi-levelaiké and modified operations raise
Esopus Creek temperature by 1-2 °C during June{Rigures 66-69). The effect is
greatest just below the Shandaken discharge asnsimoigures 70-71.

Draft Report: September 11, 2006 102



Observed T ()

Figure 65.

() |
20 1 ‘\\ LAV f - i |

| 0! L | 1 ”‘\ i ‘w\“ \M‘ \‘ \‘y\y\“ \ \ ) v \\‘\J‘HU“\ Eh Lo
15 WA A Il I “\ Vbl U IR LINAA B R R LA L e "L‘m\ﬁu ARRNRYTILELL W

Y P IEIAR T e T W

i WV o LA
10 4] ‘\J e observed

predicted
5 T T T T T T T T

6/14/04 6/28/04 7/12/04 7/26/04 8/9/04 8/23/04 9/6/04 9/20/04 10/4/04
25

(®) 24

(c) obse_rved
20 1 gmse=117T - 20 - J predicted
15 A = 16 - \
\J
10 | 12 -
7117 7/19 7121 7123 7125 7127 7129 7/31
5 - - .
5 10 15 20 25
Predicted T ()

Model performance evaluation: Comparsoobserved and predicted temperatures at Coléh@aimeseries plot

of diurnal temperature for June-October, (b) scai@ of diurnal temperature for June-October, &r)dimeseries
plot of diurnal temperature for 7/17-7/31.
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Figure 65. Model performance evaluation: Comparsoobserved and predicted temperatures at Coléh@aimeseries plot
of daily average temperature for June-Octobers¢hjter plot of daily average temperature for JOoesber, and (c)
timeseries plot of daily average temperature fav+7/31.
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Figure 66.
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Figure 67.

and (ii) OASIS MLI operation
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Figure 68. Timeseries of predicted daily averageperatures at Coldbrook (Esopus
Creek) for the two cases of Shandaken Tunnel digeh&) OASIS-
baseline single level intake operation, and (ii)$3 MLI operation
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Figure 69. Timeseries of predicted daily averageperatures at Coldbrook (Esopus
Creek) for the two cases of Shandaken Tunnel digeh&) OASIS-
baseline single level intake operation (OPS2), @h@ASIS MLI
operation
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Figure 70. Longitudinal profiles of predicted daslyerage temperatures for selected

days from Allaben to the mouth of Esopus Creektertwo cases of
Shandaken Tunnel discharge: (i) OASIS-baselindesilegel intake
operation, and (ii) OASIS MLI operation
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Figure 71. Longitudinal profiles of predicted daslyerage temperatures for selected

days from Allaben to the mouth of Esopus Creektertwo cases of
Shandaken Tunnel discharge: (i) OASIS-baselindesilegel intake

operation (OPS2),
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